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Nederlandse samenvatting
–Summary in Dutch–

Ramanspectroscopie is erg in trek in de biomedische, fysische, chemische en om-
gevingswetenschappen vanwege zijn inzetbaarheid voor het kwalitatief en kwan-
titatief onderzoeken van de fundamentele trillingen van moleculen. Maar door de
intrinsieke zwakte van het Ramanverstrooiingsproces is men typisch genoodzaakt
om dure en omvangrijke instrumenten te gebruiken, zoals geavanceerde hoog-
vermogenlasers en gekoelde CCD-cameras. Dit verhindert het weidverspreid ge-
bruik van Ramanspectroscopie buiten het laboratorium. In de context van de ERC
Advanced Grant Inspectra stelt onze onderzoeksgroep de volgende oplossing voor:
het gebruik van gentegreerde optische circuits (PICs) met een hoog-indexcontrast
voor Ramandetectie, meer bepaald op een siliciumnitride platform. Het optische
veld wordt geleid door de siliciumnitride enkelvoudige-modus-golfgeleiders en het
Ramansignaal wordt geadresseerd door het uitdovende veld van de geleide mode.
Het gebruik van siliciumnitride PICs biedt twee voordelen. Ten eerste vergroot het
golfgeleidingseffect het volume van de Ramaninteractie aanzienlijk, hetgeen resul-
teert in een versterkt Ramansignaal. Ten tweede is de siliciumnitride nanofotonica
nu een zeer ontwikkeld platform dat over een uitgebreid gamma gentegreerde la-
sers, spectrometers en hoogperformante spectrale functies (zoals filters, Arrayed
Waveguide Gratings en Bragg-roosters) beschikt. Als een CMOS-compatibele
technologie zijn siliciumnitride gentegreerde optische circuits veelbelovend om
een volledig gentegreerde Ramansensor met een klein voetafdruk en lage kost te
realiseren. Het potentieel van het siliciumnitride platform herkennend, heeft onze
groep de eerste experimentele demonstratie van on-chip spontane Ramanspectro-
scopie gerapporteerd voor de bulkvloeistof isopropylalcohol. De on-chip spontane
Ramanmethode is daarna uitgebreid voor het addresseren van een monolaag van
moleculen die gefunctionaliseerd waren bovenop de golfgeleider, en ook voor gas-
sen in ppb-concentraties met behulp van een golfgeleider gefunctionaliseerd met
een hypersorberend polymeer. Het voordeel van de golfgeleider-gebaseerde me-
thode tegenover de microscoop-gebaseerde methode in het versterken van het Ra-
mansignaal werd duidelijk aangetoond. Helaas bleek het Ramansignaal nog steeds
te zwak om het gebruik van gekoelde detectoren te vermijden voor het spontane
Ramanverstrooiingsproces. Dit verhinderde de demonstratie van een volledig gen-
tegreerde Ramansensor. Gelukkig is coherente Ramanaverstrooiing (CRS) in staat
om het Ramansignaal met vele grootteordes te versterken. In CRS worden de mo-
leculen aangeslagen door twee laserstralen: een pomplaser en een Stokes-laser.
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Het verschil in frequentie zorgt voor het exciteren van de moleculaire trillingen op
een resonante manier. CRS is veelvuldig gemplementeerd in twee vormen: cohe-
rente anti-Stokes Ramanverstrooiing (CARS) en gestimuleerde Ramanverstrooiing
(SRS). CARS concentreert zich op de detectie van een nieuw voortgebracht licht
bij de blauwverschoven frequentie, terwjil SRS zich richt op het detecteren van
relatieve intensiteitsvariaties van de genjecteerde stralen. De gigantische signaal-
versterking in CRS-techieken leidt tot een breed gamma van toepassingen in bio-
medische microscopie in de biologie en geneeskunde. Dit is ook zeer aantrekkelijk
voor ons om het succes van CRS-microscopie na te bootsen op een siliciumnitride
platform in spectroscopische toepassingen. Dit vormt de basis van de motivatie
voor het werk verricht in dit doctoraat.

1 Resultaten
Deze thesis start met het onderzoeken van coherente anti-Stokes-Ramanverstrooiing
(CARS) op een siliciumnitride platform. Aangezien CARS intrinsiek een vier-
golvenmengingsproces is, hebben we voor de efficinte voortbrenging van de anti-
Stokes-componenten uitdagende dispersiemanipulatietechnieken nodig om over
een grote bandbreedte aan de fase-afstemmingsvoorwaarde te voldoen. Om de
sterke materiaaldispersie van siliciumnitride uit te balanceren met de geometri-
sche dispersie onderetsen we de siliciumdioxide ondermantel van de golfgeleider
gedeeltelijk, hetgeen de anomale geometrische dispersie versterkt.

Om een goed begrip te verkrijgen van de dispersieve eigenschappen van het
ontwikkelde siliciumnitride platform en om de weg te effenen voor de integratie
van een breedbandige bron met hoge helderheid, demonstreren we in hoofstuk
3 supercontinuumgeneratie aangedreven door een femtosecondelaser via soliton-
splitsing en dispersieve-golfgeneratie. Voor het eerst hebben wij gerapporteerd
over een supercontinuum dat het zichtbare tot infrarode spectrum omvat en ge-
geneerd wordt in een dispersie-gemanipuleerde siliciumnitride golfgeleider, zoals
getoond in figuur 1. The resultaten worden in detail beschreven en vergeleken
met theorie en simulaties. De demonstratie van supercontinuumgeneratie levert
ons een waardevolle, breedbandige en integreerbare bron met hoge helderheid op
voor biologisch significante toepassingen. Maar deze suggereert ook dat de ma-
teriaaldispersie moeilijk uit te balanceren is in een waterige omgeving. Hoewel
CARS nog steeds gemplementeerd kan worden in plasmonische structuren of met
behulp van quasi-fase-afstemmingstechnieken, blijft zijn toepassing beperkt. SRS
is te verkiezen over CARS voor golfgeleider-gebaseerde Ramansensoren omwille
van de automatische fase-afstemming. In onze SRS-experimenten induceert de
pompstraal een versterking van de Stokes-straal, die in de meeste gevallen vele
grootteordes kleiner is dan het genjecteerde veld. Om de kleine versterking te
detecteren bouwden we een opstelling gebaseerd op het modulatieoverbrengings-
detectieschema. Het prinicipe wordt in detail uitgelegd in hoofdstuk 5. Maar in dit
schema is het gedecteerde signaal onderhevig aan zowel de Kerr-niet-lineariteit als
the Raman-niet-lineariteit. Door het nemen van maatregelen om te vermijden dat



SUMMARY IN DUTCH xxiii

874 W

648 W

491 W

325 W

182 W

62 W

7.0 mW

5.2 mW

3.9 mW

2.6 mW

1.5 mW

0.5 mW

Figuur 1: De opbouw van een supercontinuum door het pompen van een
dispersie-gemanipuleerde siliciumnitride golfgeleider met een Ti:saffier gepulste
femtosecondelaser. Het piekvermogen (links) en gemiddeld vermogen (rechts) zijn tevens
aangeduid op de figuur.
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het Raman-genduceerde signaal overstemd werd door het Kerr-genduceerde sig-
naal, hebben we de eerste SRS-experimenten op een gentegreerde siliciumnitride
golfgeleider gedemonstreerd. In figuur 2 tonen we het vibrationele spectrum van

Figuur 2: De opgemeten SRS spectra met een golfgeleider voor (rode stippellijn) en na
(doorlopende rode lijn) het aanbrengen van DMSO. De spontane Ramanspectra voor
DMSO zijn also referentie opgemeten met een confocale Ramanmicroscoop (zwarte
stippellijn) en met dezelfde golfgeleider (doorlopende blauwe lijn).

DMSO met zowel SRS (doorlopende rode lijn) als spontane Ramanspectrosco-
pie met een confocale microscoop (zwarte stippellijn) en spontane Ramanspectro-
scopie met diezelfde golfgeleider (doorlopende blauwe lijn). De resulten zijn in
goede overeenkomst met elkaar. In hoofdstuk 5 tonen we ook aan dat golfgeleider-
gebaseerde SRS bijzonder geschikt is voor de kwantitatieve studie van moleculen
omwille van de evenredigheid van de signaalsterkte met het vermogen van de op-
tische excitaties en de concentratie van analyten. Daarnaast stelden we vast dat
golfgeleider-gebaseerde SRS nog niet zijn ultieme prestatie heeft bereikt. Met
verbetering van de modulatie, golfgeleiderontwerp, exciterend vermogen en licht-
koppeling, geloven wij dat golfgeleider-gebaseerde SRS ons in staat zal stellen om
biologische significante moleculen in sub-millimolconcentraties te detecteren.

2 Conclusies en perspectieven
Het werk gepresenteerd in dit doctoraat vormt een stap in de richting van Raman-
on-a-chip door het verkennen van twee fenomenen van coherente Ramanverstrooi-
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ing coherente anti-Stokes Ramanverstrooiing (CARS) en gestimuleerde Raman-
verstrooiing (SRS). De noemenswaardige verwezenlijkingen in dit werk zijn: Fase-
afstemming op een siliciumnitride platform in het zichtbare golflengtebereik werd
aangetoond door middel van dispersiemanipulatie. Met de fase-afstemmingstechniek
en het wijde transparantiegebied van de siliciumnitride golfgeleider, toonden we
octaafoverspannende supercontinuumgeneratie aan die het zichtbare tot infrarode
golflengtebereik omvat. De beperkingen van de onze fase-afstemmingstechniek
voor CARS in een waterige omgeving werd erkend en besproken. Speciale maat-
regelen om deze beperkingen te omzeilen werden theoretisch voorspeld. Gesti-
muleerde Ramanverstrooiing door middel van een siliciumnitride nanofotonische
golfgeleider werd gedemonstreerd en we toonden aan dat de signaalsterkte vele
grootteordes meer is dan in de spontane methode. Dit laat de verwezenlijking van
Raman-on-a-chip met kampertemperatuurdetectoren en CW-lasers toe.

Het is belangrijk te benadrukken dat de instrumentatie voor de SRS experimen-
ten nu geintegreerd kan worden. Het SRS-systeem gebruikt in dit werk bestaat uit
een lock-in versterker, een gebalanceerde detector en twee constante-golf lasers.
Gentegreerde lock-in versterkers met een detectielimiet in de grootteorde van 100
nV zijn reeds aangetoond. Gentegreerde gebalanceerde detectors gebaseerd op si-
licium technologie, die geschikt zijn voor labo-op-een-chip toepassingen, bestaan
eveneens. Monolithisch gentegreerde lasers met de nodige golflengte nog niet zijn
aangetoond, maar de recente ontwikkelingen van technieken zoals transferprin-
ten zijn veelbelovend, en zullen waarschijnlijk lasers met een golflgente van 785
nm op silicium nitride in de nabije toekomst mogelijk maken. In de toekomst
beogen we de integratie van een raster van lasers op de chips, elk van deze la-
sers zal dan een spicifieke Raman mode exciteren. Op deze manier kunnen we
het Ramanspectrum op korte tijd vastleggen zonder gebruik te moeten maken van
golflengteverstelbare lasers. Gezien de ontwikkeling van de afzonderlijke compo-
nenten die noodzakelijk zijn voor SRS, hebben we er goede hoop in dat volledig
chipgebaseerde SRS systemen niet lang op zich zullen laten wachten.

Om in de richting van golfgeleider-gebaseerde CRS-technieken te gaan moet
er meer werk verricht worden om de gevoeligheid van de SRS-techiek te verbe-
teren. Op dit moment is het beschikbare optische vermogen dat in de golfgelei-
der wordt gekoppeld gelimiteerd door de imperfectie van de randkoppelaars. Dit
moet opgelost worden door nieuwe randkoppelaars met een lage modale reflec-
tie en een laag koppelingsverlies te ontwerpen. Een andere verbetering van de
gevoeligheid kan er komen door de combinatie van oppervlakteversterking met
de CRS-processen. Aangezien de coherente Ramanverstrooiingsprocessen een
hogere-ordeafhankelijkheid hebben ten aanzien van het invallende vermogen, kun-
nen we een veel grotere signaalsterkte bereiken door het gebruik van oppervlak-
teplasmonen gegenereerd op metalen nanostructuren om de coherente Ramanver-
strooiingsprocessen te versterken.





English Summary

Over the past decades, Raman spectroscopy has become a powerful tool for chem-
ical, pharmaceutical, and biomedical analysis. Since Raman spectroscopy probes
the fundamental vibrations of a molecule, it requires no sample preparation, and
its signal can be collected non-invasively. However, the intrinsic weakness of the
Raman scattering process typically entails expensive and bulky instrumentations,
including high-power lasers and deep-cooled CCD cameras. This demanding
requirement in instrumentations hinders the broader application of Raman spec-
troscopy in non-laboratory environments.

To overcome these limitations on instrumentation, the photonics research group
at Ghent University proposes to integrate the full Raman spectroscopic system onto
a single photonic chip in the context of the ERC Advanced Grant InSpectra. This
is made possible by high-index-contrast photonic integrated circuits (PICs) espe-
cially the silicon nitride platform. Firstly, silicon nitride nanophotonics is now
a very mature platform providing not only integrated lasers and spectrometers.
High-performance spectral functionalities such as filters, arrayed-waveguide grat-
ings, and Bragg gratings have also been demonstrated. These high-performance
on-chip components not only allow for the full integration of the Raman system
with a small footprint at a low cost, but they also open up the possibility of mul-
tiplex Raman sensing that multiple analytes can be probed simultaneously. Sec-
ondly, on-chip Raman sensors are also capable of enhancing the Raman signal
significantly. In conventional confocal Raman microscopy, the collected signal es-
sentially originates from molecules within the confocal volume. Of all the Raman
signal that is excited, only the Raman signal generated within a particular solid
angle can be collected. Unfortunately, it has been previously shown that an ex-
panded confocal volume always comes with a price of reduced collection angle.
This trade-off poses a limitation on the maximal collectible Raman signal from a
Raman microscope. In on-chip Raman scattering, the optical field is confined by
the index contrast between the silicon nitride core and the analytes which function
as the cladding. The Raman signal is probed by the evanescent tail of the guided
modes. As the waveguide structure confines the optical field, one can significantly
expand the Raman interaction volume by increasing the waveguide length without
sacrificing the collection angle. As a result, this wave-guiding effect leads to a
much-enhanced Raman signal.

In 2014, our group reported the first experimental demonstration of on-chip
spontaneous Raman spectroscopy for isopropyl alcohol (IPA) with a silicon ni-
tride waveguide. Later more useful analytes have been probed such as monolayers
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of molecules functionalized on top of waveguides and gas in ppb-level with the
help of hypersorbent polymer functionalized waveguides. These demonstrations
showed clearly the advantages of integrated waveguides over traditional Raman
microscopes. Nevertheless, the Raman signals in these demonstrations are still too
low to avoid the use of deep-cooled detectors, which hurdles the demonstration a
fully integrated Raman system.

Fortunately, coherent Raman scattering (CRS) provides us with a solution. In
CRS, the molecules are excited simultaneous by two laser beams – a pump laser
and a Stokes laser. If their frequency difference coincides with a Raman mode,
these two lasers excite this vibration resonantly. The coherent excitation induces a
strong light-matter interaction. As a result, the CRS signal can be orders of mag-
nitude improved over spontaneous Raman scattering. Thanks to its superior signal
strength, CRS has been widely used in optical microscopy as a highly sensitive
and chemically selective tool for label-free biological analysis.

It is highly attractive to combine CRS with silicon nitride waveguides to lever-
age both wave-guiding and coherent excitation enhancement mechanisms. CRS is
commonly implemented in two modalities: coherent anti-stokes Raman scattering
(CARS) and stimulated Raman scattering (SRS). Although the underlying physics
is the same for both CRS processes, they exhibit markedly different signal prop-
erties. CARS focus on detecting an induced field in a frequency blue-shifted from
the input fields while SRS focus on detecting the intensity variation of the input
fields. While both CRS modalities have been meticulously investigated from the
perspective of Raman microscopy, waveguide-enabled CRS has remained largely
unexplored. The investigation of CRS-on-chip forms the basis of the motivation
for the work in this Ph.D. The goal is to develop and characterize silicon nitride
waveguide-based CRS sensors that are suitable for on-chip Raman spectroscopic
systems.

3 Results
The thesis can be roughly split into two parts. In the first part, we investigated
if CARS can be combined with silicon nitride waveguides. We modeled CARS
as a degenerate four-wave mixing process: a pump beam and a Stokes beam are
injected into the Raman-active material, and we probe the newly generated anti-
Stokes component. An efficient generation of this anti-Stokes component requires
one to satisfy a challenging phase-matching condition. Molecular identification
usually utilizes the “fingerprint” region of Raman modes, which typically spans
from 500 cm−1 to 1500 cm−1 (15 THz - 45 THz). As a result, the silicon ni-
tride waveguide should possess extremely low chromatic dispersion at the pump
frequency to record CARS over the entire “fingerprint” region. A careful inves-
tigation of the dispersive property of silicon nitride waveguides revealed that this
requirement could not be satisfied on centimeters-long waveguides. The phase-
matching condition could only be met on waveguides with a much shorter length.
However, a reduction in waveguide length would inevitably lead to a reduction in
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Figure 3: The buildup of the supercontinuum. It is initiated by pumping a
dispersion-engineered silicon nitride waveguide with a Ti:Sapphire femtosecond pulsed
laser. The peak powers (left) and the average powers (right) of the pulses are also indicated
in the figure.
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achievable signal intensity. This trade-off between CARS bandwidth and signal
intensity significantly limited the applicability of CARS-on-chip.

Although our quest for CARS was unsuccessful, we identified a method to en-
gineer silicon nitride waveguides to possess anomalous dispersion at 800 nm. This
technique of under-etching provided us with a unique opportunity to study other
third-order nonlinear optical processes below 1 µm in silicon nitride waveguides.
One such example is supercontinuum generation (SCG) where a light source with
a narrow linewidth is extended into a broadband light through nonlinear interac-
tions. With our dispersion-engineering technique, we reported for the first time an
octave-spanning supercontinuum covering the visible-to-near-IR regime generated
in an integrated waveguide platform. The buildup of the supercontinuum with dif-
ferent pump powers is shown in Fig. 3. Both peak powers (left) and average powers
(right) of the pulses are indicated in the figure. This result is discussed in detail in
Chapter 4. Our work demonstrated for the first a supercontinuum that extended to
sub-500 nm region. We believe our work on silicon nitride waveguide SCG paves
the way towards an abundance of integrated applications in spectroscopy, optical
coherence tomography, and precise frequency metrology.

Figure 4: The recorded SRS spectra from a silicon nitride waveguide before (dotted red
line) and after (solid red line) the application of dimethyl sulfoxide (DMSO). Spontaneous
Raman scattering taken from the same waveguide is shown in figure (dashed blue line). As
a reference, the Raman spectrum of DMSO measured with a confocal microscope is also
given in the figure (black dotted line).

In the second part, we explored SRS on the silicon nitride platform. In SRS,
instead of probing a newly generated anti-Stokes wave, we are detecting the inten-
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sity variation of the Stokes beam induced by the pump beam. One primary benefit
of SRS is that, unlike CARS, SRS is automatically phase-matched. However, it
comes with a price that it is very demanding to resolve the small intensity varia-
tion induced by SRS in the presence of the intense original Stokes field. In this
work, we used a modulation transfer detection scheme to resolve this small vari-
ation. With this approach, after successfully suppressing Kerr-induced parasitic
signals, we demonstrated for the first time SRS on an integrated silicon nitride
waveguide.

Figure 4 shows the Raman spectrum of dimethyl sulfoxide (DMSO) recorded
with SRS (solid red line). Its intensity and shape are in good agreement with the
spontaneous references obtained from the same waveguide (dashed blue line). The
Raman spectrum of pure DMSO is also shown in this figure (dotted black line).
It is clear both waveguide-based spontaneous Raman scattering and waveguide-
based SRS are capable of reproducing the reference spectrum of DMSO. This
result is discussed in detail in Chapter 5.

4 Conclusions and Perspectives
The work presented in this Ph.D. takes a step towards the all-on-a-chip Raman
spectroscopy system by exploring coherent Raman scattering (CRS) in silicon ni-
tride integrated waveguides. The first part of this thesis is devoted to coherent
anti-stokes Raman scattering (CARS). We identified that the challenging phase-
matching condition required by CARS makes this modality incompatible with the
current silicon nitride platform without significant innovations in waveguide de-
signs and experimental methods. In the second part of this thesis, we studied
SRS with the silicon nitride platform. Thanks to its automatic phase-matching, we
demonstrated the first SRS experiments on an integrated silicon nitride waveguide.

It is important to emphasize that the instrumentations used for SRS are now
ready for integration. The SRS system we used in this work is composed mainly
of a lock-in amplifier, a balanced detector, and two CW lasers. Current, high-
performance integrated lock-in amplifiers have been realized where an input signal
in the order of 100 nV can be detected. Integrated silicon-based balanced detec-
tors suitable for lab-on-chip applications have also been demonstrated. Although
monolithically integrated diode lasers at this wavelength have not been shown, the
recent development of the transfer printing technique is promising to bring lasers
emitting at 785 nm onto the silicon nitride platform. In the future, we envisage to
integrate an array of lasers onto the chip, and each of the lasers is dedicated to one
specific Raman mode. In this way, we can capture the Raman spectrum in a short
time without widely-tunable lasers. With the development on discrete components
required for SRS, we believe it is promising to demonstrate an all-on-a-chip SRS
Raman system shortly.

To move the waveguide-enabled CRS techniques forward, we should first fo-
cus on improving the strength of the SRS signal. We believe the on-chip SRS tech-
nique has not achieved its ultimate performance yet. Many incremental improve-
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ments can be implemented straightforwardly. With a combination of (a) reduction
of coupling loss, (b) better modulation scheme and (c) use of slot waveguides, we
believe it possible to enhance the SRS signal by another three orders of magnitude.
Sub-millimole detection will be enabled with such a level of sensitivity, which is
exciting to real applications.
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Introduction

1.1 Background and Challenges

Raman scattering is a nonlinear process in which an incident photon is scattered
inelastically by a molecule. The energy lost or gain between the incident photons
and scattered photons corresponds to the energy of a vibrational mode. A Raman
spectrum is obtained by measuring the intensity of the scattered photons as well
as their frequency shifts. Because vibrational modes are inherent properties of the
molecule, Raman spectrum allows for unambiguous molecular identification and
quantification.

Raman scattering was first discovered by C. V. Raman and his student K. S.
Krishnan in 1928 [1, 2] and independently by Grigory Landsberg and Leonid Man-
delstam in the same year [3]. Although the potential of Raman scattering for spec-
troscopic sensing is already proposed soon after its discovery in 1928, Raman
spectroscopy was mostly an esoteric technique confined to academic laboratories
before the late-1980s. Most of the literature at that time were devoted to study the
physical properties of Raman scattering itself [4].

The evolution of Raman spectroscopy has paralleled the maturation of its un-
derlying enabling technologies. Over the past decases, lasers have become com-
modity items that are now available at a variety of wavelengths with high-power
and high-brightness. High-sensitivity low-noise detectors have been increasingly
available thanks to innovations in charge-coupled devices (CCD) and complemen-
tary metal-oxide-semiconductor (CMOS) imagers. These advances, in combina-
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tion with improvements in laser line filters, microscopy and computer technology,
have transformed Raman spectroscopy from a specialist technique to a powerful
analytical tool [4, 5]. Nowadays, Raman spectroscopy has found wide popularity
in biomedical, physical, chemical and environmental areas due to its capability of
unambiguous molecular identification, its compatibility with aqueous samples and
its ability to probe samples in a non-invasive manner [6–9].

In the recent years, there has been an increasing demand for miniaturized
Raman device for in-situ detection. However, the intrinsic weakness of Raman
scattering typically entails expensive and bulky instrumentations, including high-
power lasers and deep-cooled CCD cameras. This requirement in instrumentations
hinders the miniaturization of Raman systems and impedes broader applications
of Raman spectroscopy in non-laboratory environments. At the moment, although
hand-held Raman devices are already available on the market [10, 11], these de-
vices usually come with a price tag of a few tens of thousands Euro. Besides, they
are still relatively bulky for remote in-situ applications.

To overcome these limitations on instrumentation, the photonics research group
at Ghent University proposes to integrate the full Raman spectroscopic system
onto a single photonic chip in the context of the ERC Advanced Grant InSpectra.
This is made possible by high-index-contrast photonic integrated circuits (PICs).
One major advantage of on-chip Raman sensors is their capability of enhancing
the Raman signal significantly. In conventional confocal Raman microscopy, the
collected signal essentially originates from molecules within the confocal volume.
Of all the Raman signal that is excited, only the Raman signal generated within a
certain solid angle can be collected. Unfortunately, it has been previously shown
in Section 2.7.1 of [12] that an expanded confocal volume always comes with a
price of reduced collection angle. This trade-off poses a limitation on the maximal
collectible Raman signal from a Raman microscope. In on-chip Raman scattering,
the optical field is confined by the index contrast between the silicon nitride core
and the analytes which function as the cladding. The Raman signal is probed by
the evanescent tail of the guided modes. As the waveguide structure confines the
optical field, one can significantly expand the Raman interaction volume by in-
creasing the waveguide length without sacrificing the collection angle. As a result,
this wave-guiding effect leads to a much-enhanced Raman signal.

On-chip Raman sensor can also enable the full integration of the Raman sys-
tem with a small footprint at a low-cost thanks to its compatibility with the CMOS
infrastructure. Currently, the most prominent PIC platform is probably the silicon-
on-insulator (SOI) platform. Although SOI is a highly accurate and mature plat-
form with a high level of yield, robustness, and reproducibility [13], it does not
cover the essential bio-optical window spanning from 700 nm to 900 nm. This
window is of particular importance for therapeutic applications, and it is also called
therapeutic window. At this wavelength range, a laser does minimal photodam-
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age to biological tissues and experiences negligible water absorptions. Among
the therapeutic window, by far the most essential excitation wavelength used for
Raman spectroscopy is 785 nm. The use of this wavelength is driven by multi-
ple practical advantages. Firstly, auto-fluorescence of bio-samples is greatly sup-
pressed at this wavelength. Fluorescence and Raman scattering are two competing
processes while the former is usually orders of magnitude more efficient than its
Raman counterpart. The presence of background fluorescence often renders the
acquisition of Raman spectrum impossible. As most of the fluorescent modes can
only be excited by visible light, the utilization of near-infrared (NIR) excitations,
including 785 nm and 1064 nm lasers, is the most effective method to suppress
the fluorescence background. Secondly, the use of 785 nm diode lasers allows one
to access the majority of Raman modes of biochemical interest (from 500 cm−1

to 1500 cm−1) with low-cost and high-performance silicon-based detectors. The
silicon-based detectors have a high detection efficiency from 800 nm to 1000 nm,
which covers the Raman modes from 238 cm−1 to 2738 cm−1. Because of these
advantages, we will also focus on the use of NIR diode lasers around 785 nm for
on-chip Raman spectroscopy.

Silicon nitride (Si3N4) appears to be a promising candidate that is compati-
ble with the NIR excitations while maintaining the compatibility with CMOS in-
frastructure. It has a broad transparency window from 500 nm to 5000 nm and a
refractive of 1.94 at 785 nm. Currently, silicon nitride nanophotonics is already
a very mature platform providing integrated lasers [14] and spectrometers [15].
High-performance spectral functionalities such as filters [16], arrayed-waveguide
gratings [17], and Bragg gratings [18] have also been demonstrated. These high-
performance on-chip components not only allow for the full integration of the
Raman system with a small footprint at a low cost, but they also open up the pos-
sibility of multiplex Raman sensing that multiple analytes can be probed simulta-
neously. These benefit, coupled with the wave-guiding signal enhancement, make
silicon nitride a very promising platform to demonstrate fully-integrated Raman
spectroscopic systems.

In 2014, our group reported the first experimental demonstration of on-chip
spontaneous Raman spectroscopy for isopropyl alcohol [19] with a silicon nitride
waveguide. Later more useful analytes have been probed such as monolayers of
molecules functionalized on top of waveguides [20] and gas at ppb-level with the
help of hypersorbent polymer functionalized waveguides [21]. Nevertheless, the
Raman signals in these demonstrations are still too low to avoid the use of deep-
cooled detectors, which hurdles the demonstration a fully integrated Raman sensor.

Fortunately, coherent Raman scattering (CRS) provides us with a solution. In
CRS, the molecules are excited simultaneous by two laser beams – a pump laser
and a Stokes laser. If their frequency difference coincides with a Raman mode,
these two lasers excite this vibration resonantly. The coherent excitation induces a
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strong light-matter interaction. As a result, the CRS signal can be orders of mag-
nitude improved over spontaneous Raman scattering. Thanks to its superior signal
strength, CRS has been widely used in optical microscopy as a highly sensitive
and chemically selective tool for label-free biological analysis.

It is highly attractive to combine CRS with silicon nitride waveguides to lever-
age both waveguiding and coherent excitation enhancement mechanisms. CRS is
commonly implemented in two modalities: coherent anti-stokes Raman scattering
(CARS) and stimulated Raman scattering (SRS). Although the underlying physics
is the same for both CRS processes, they exhibit markedly different signal prop-
erties. CARS focuses on detecting an induced field in a frequency blue-shifted
from the input fields while SRS focus on detecting the intensity variation of the
input fields. While both CRS modalities have been meticulously investigated from
the perspective of Raman microscopy [6], waveguide-enabled CRS has remained
largely unexplored. The objective of this thesis is therefore to:

• Investigate whether coherent Raman spectroscopy is compatible with the
silicon nitride platform.

• Develop a theoretical model for on-chip CRS with the aim to outline relevant
design parameters and estimate signal strength.

• Fabricate and characterize on-chip CRS sensors based on optimized design
parameters.

• Design and build an experimental setup that is capable of exciting and col-
lecting the CRS signal from a waveguide-based CRS sensor.

• Identify and quantify the advantages of CRS sensor over spontaneous Ra-
man sensors.

• Explore strategies to improve the performance of on-chip CRS sensors.

1.2 Outline of the Thesis

The structure of this thesis is as followed. We introduce the classical description
of light-matter interaction and give a theoretical overview of CRS in Chapter 2.
In this chapter, the optical fields are modeled as electromagnetic waves, and the
molecules are treated as a collection of harmonic oscillators. Within this frame-
work, we show that CRS can be modeled as third-order nonlinear processes. Both
coherent anti-Stokes Raman scattering (CARS) and stimulated Raman scattering
(SRS) will be discussed in this chapter.

In Chapter 3, we are concerned with the quantum mechanical description of
spontaneous Raman scattering and SRS. In the classical treatment, SRS and spon-
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taneous Raman scattering are treated as two different processes, which fails to rec-
ognize the inherent relationship between them. Since many works have been done
on waveguide-based spontaneous Raman scattering [12, 22, 23], it is advisable to
have a unified treatment that takes care of both waveguide-based spontaneous Ra-
man scattering and waveguide-based SRS. The quantum mechanical description
establishes the connection between them, especially their gain coefficients within
a waveguide. The macroscopic equations governing the evolution of spontaneous
signal and stimulated signal are also derived in this chapter.

In Chapter 4, we investigate the compatibility of the silicon nitride platform
with CARS. This investigation reveals that waveguide-enabled CARS suffers from
severe limitations. We will show that it is difficult to obtain the required phase-
matching condition that is necessary for efficient CARS generation in a silicon
nitride waveguide. However, our work demonstrates that silicon nitride waveguide
can be engineered to exhibit anomalous dispersion at 800 nm. Recognizing this
opportunity for silicon nitride nonlinear optics, we demonstrate the first visible-
to-near-IR supercontinuum generation on an underetched silicon nitride integrated
waveguide. This work was the first supercontinuum extending below 500 nm on an
integrated platform, offering a novel compact visible broadband source for Raman
spectroscopy, confocal microscopy, optical coherence tomography and precise fre-
quency metrology.

Chapter 5 is devoted to the experimental demonstration of waveguide-enabled
SRS. In this chapter, We identify a miscellaneous of noise sources and parasitic
effects that prevent us from retrieving the SRS spectrum. The origin of these detri-
mental effects are examined in detail, and we have taken dedicated measures to
suppress them. Eventually, we demonstrate the first SRS experiments enabled
by an integrated waveguide. We show that the waveguide-based SRS sensors are
capable of probing DMSO with a relatively low concentration. We also give a
detailed analysis of the performance of SRS and spontaneous Raman scattering
under various experimental conditions. The methods to improve the performance
of SRS are also investigated.

In our demonstration, we employ a combination of CW lasers, a lock-in am-
plifier, and a balanced detector. Currently, all of these components have been
demonstrated on an integrated platform with high performance. As a result, our
work paves the path toward the chip-scale full integration of Raman sensors that
are compatible with the CMOS infrastructure. Shortly, we envisage demonstrating
an on-chip multiplexed SRS sensor with integrated multi-channel lock-in ampli-
fiers each dedicated to a specific Raman wavelength. We believe this work will
open new opportunities in real-time molecular identification and quantification,
providing a versatile tool for drug development, health monitoring, and real-time
environmental sensing.

Chapter 6, being the final chapter of this thesis, is dedicated to a short as-
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sessment of the results presented in this work. We also discuss a few possible
directions for future development.

1.3 Publications

1.3.1 Publications in International Journals

1. H. Zhao, S. Clemmen, A. Raza, R. Baets, Stimulated Raman spectroscopy
of analytes evanescently probed by a silicon nitride photonic integrated waveg-
uide, Optics Letters, 43(6), p.1403-1406 (2018)

2. A. Dhakal, F. Peyskens, S. Clemmen, A. Raza, P.C. Wuytens, H. Zhao, N.
Le Thomas, R. Baets, Single mode waveguide platform for spontaneous and
surface-enhanced on-chip Raman spectroscopy, Interface Focus (invited),
6(4), United Kingdom, p.article 20160015 (2016)

3. B. Kuyken, F. Leo, S. Clemmen, U.D. Dave, R. Van Laer, T. Ideguchi,
H. Zhao, X. Liu, J. Safioui, S. Coen, S.P. Gorza, S. Selvaraja, S. Massar,
R.M. Osgood Jr, P. Verheyen, J. Van Campenhout, R. Baets, W.M.J. Green,
G. Roelkens, Nonlinear optical interactions in silicon waveguides, Journal
of nanophotonics (invited), (2016)

4. A. Subramanian, E.M.P. Ryckeboer, A. Dhakal, F. Peyskens, A. Malik, B.
Kuyken, H. Zhao, S. Pathak, A. Ruocco, A. De Groote, P.C. Wuytens, D.
Martens, F. Leo, W. Xie, U.D. Dave, M. Muneeb, Pol Van Dorpe, Joris Van
Campenhout, W. Bogaerts, P. Bienstman, N. Le Thomas, D. Van Thourhout,
Zeger Hens, G. Roelkens, R. Baets, Silicon and silicon nitride photonic
circuits for spectroscopic sensing on-a-chip , Photonics Research (invited),
5(3), p.B47 (2015)

5. H. Zhao, B. Kuyken, S. Clemmen, F. Leo, A. Subramanian, A. Dhakal, P.
Helin, S. Simone, E. Brainis, G. Roelkens, R. Baets, Visible-to-near-infrared
octave spanning suprcontinuum generation in a silicon nitride waveguide,
Optics Letters, 40(10), p.2177-2180 (2015)

1.3.2 Publications in International Conferences

1. H. Zhao, S. Clemmen, A. Raza, R. Baets, Demonstration of Stimulated Ra-
man Scattering on a Silicon Nitride Photonic Integrated Waveguide, Confer-
ence on Lasers and Electro-Optics, United States, (2018).
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3. S. Clemmen, H. Zhao, F. Peyskens, A. Dhakal, P.C. Wuytens, A. Subrama-
nian, N. Le Thomas, R. Baets, Coherent anti-Stokes Raman spectroscopy on
chip, 28th IEEE Photonics Conference (IPC 2015) (invited), United States,
p.623 (2015)

4. S. Clemmen, H. Zhao, F. Peyskens, A. Dhakal, P.C. Wuytens, A. Subrama-
nian, N. Le Thomas, R. Baets, Coherent anti-Stokes Raman spectroscopy on
chip, 28th IEEE Photonics Conference (IPC 2015), United States, p.623-624
(2015)

5. H. Zhao, B. Kuyken, F. Leo, S. Clemmen, E. Brainis, G. Roelkens, R. Baets,
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Christophe Detavernier, Zeger Hens, G. Roelkens, Short-wave Infrared PbS
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tion Passivation, 12th ”Mid-Infrared Optoelectronics: Materials and Devices
conference (MIOMD-XII), France, p.61 (2014)
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2
Introduction to Spontaneous and

Coherent Raman Scattering

In this chapter, the classical description of both spontaneous Raman scattering and
coherent Raman scattering will be introduced. The optical field is modeled as an
electromagnetic wave, and the molecules are modeled as a collection of harmonic
oscillators. Ref. [1] and Ref. [2] are influential in the preparation of this chapter.

We focus on the basics of coherent Raman scattering in this chapter. After a
short introduction to spontaneous Raman scattering, we show that coherent Raman
interactions can be modeled as third-order nonlinear processes. This recognition
allows us to study coherent Raman processes with existing theories well developed
for Kerr nonlinear interactions. Two coherent Raman processes — stimulated Ra-
man scattering (SRS) and coherent anti-Stokes Raman scattering (CARS) — are
studied within this framework.

2.1 Introduction to Spontaneous Raman Scattering

When one molecule is subjected to an electric field E, this field can displace the
electrons and the nuclei of the molecule in opposite directions and induces a dipole
moment. In the first-order approximation, the strength of this induced dipole mo-
ment is proportional to the incident electric field as

µ(t) = α(t)E(t), (2.1)
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where µ is the induced dipole moment, α is the polarizability of the molecules,
and E is the incoming electric field. For conceptual clarity, we make a linear
and isotropic approximation and treat the polarizability as a scalar in the rest of
this chapter. With this approximation, the incoming electric field and the induced
dipole moment have the same polarization, therefore we can also drop their vector
notation for simplicity.

The polarizability of a molecule is dependent on the distribution its nuclei and
electrons. During vibrational motions, the distribution of nuclei changes period-
ically, which in turn results in a periodical change of the polarizability. Suppose
the vibrations are described by a set of normal coordinates {Q}, we can express
the polarizability α as a Taylor series of {Q} as

α = α0 +
∑
i

(
∂α

∂Qn

)
0

Qi(t) +
1

2

∑
i,j

(
∂2α

∂Qi∂Qj

)
QiQj + · · · , (2.2)

where Qi and Qj are the normal coordinates corresponding to the i-th and j-th
molecular vibrational mode. In this equation, α0 is classified as static polarizabil-
ity which is independent of the vibrational motions.

In the first-order approximation, only the second term on the right-hand side
of Eq. (2.2) that is proportional to (∂α/∂Qn )0 is preserved. In this approxima-
tion, the impact of different vibrational modes are mutually independent, so it is
sufficient to consider only one of them and we can omit the subscript. In a first
approximation, the normal mode follows harmonic oscillation. Therefore, the nor-
mal coordinate Q varies as

Q(t) = Q0(e−iωvt + c.c.), (2.3)

where Q0 is the amplitude of the harmonic oscillation, ωv is the vibrational fre-
quency and c.c. stands for “complex conjugate”. Maintaining only the first-order
correction of Eq. (2.2), we have

α = α0 +

(
∂α

∂Q

)
0

Q0(e−iωvt + c.c.) = α0 + α1(e−iωvt + c.c.). (2.4)

Here, the oscillating polarization induces dipole moments at a frequency other
than the incident field, and it is the reason for Raman scattering. If we substitute
Eq. (2.4) to Eq. (2.1) and write down explicitly the electric field of an optical wave
as E(t) = E0e

iωpt + c.c., the induced dipole moment of this molecule becomes

µ = (α0 + α1(e−iωvt + c.c.))× (E0e
−iωpt + c.c.)

= α0E0(e−iωpt + c.c.)︸ ︷︷ ︸
Rayleigh scattering

+α1E0(e−i(ωp+ωv)t + c.c.)︸ ︷︷ ︸
anti-Stokes Raman scattering

+α1E0(e−i(ωp−ωv)t + c.c.)︸ ︷︷ ︸
Stokes Raman scattering

.

(2.5)
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Evidently, there are three electric dipoles excited by the pump. They have a fre-
quency of ωp, ωp + ωv , and ωp − ωv respectively. These excited dipoles will all
re-emit light. The first term in Eq. (2.5) describes Rayleigh scattering in which
the scattered field has the same frequency as the excitation field. The second and
third terms account for Raman scattering. The higher-frequency term corresponds
to anti-Stokes Raman scattering while the lower-frequency term corresponds to
Stokes Raman scattering. If we measure the intensity of the scattered field with
varying frequencies, we can obtain the frequency dependency of ∂α/∂Q , which
contains the vibrational information of the molecule.

The total radiated power Ps by a dipole µ is given by

Ps(ωs) =
ω4
s

12πc3ε0
|µ(ωs)|2 =

ω4
sα

2
1

6πc4ε20
2cε0|E0|2︸ ︷︷ ︸

intensity of light

, (2.6)

where E0 is the incident electric field, α1 is the vibration-dependent polarizability
defined through Eq. (2.4), ωs is the oscillation frequency of this dipole.

In Raman experiments, the vibration-dependent polarizabilityα1 is rarely used.
Instead, the strength of Raman interaction is commonly expressed by a quantity
called Raman scattering cross-section σ [m2]. A scattering cross-section is de-
fined as followed: if an optical beam with intensity I0 is incident on a molecule,
the total scattered power Ps by this molecule is proportional to the input intensity
with a proportionality factor. This proportionality factor is the scattering cross-
section. Mathematically, this relationship is written as

Ps = σI0, (2.7)

where σ is the scattering cross-section.
The vibration-dependent polarizability α1 can be connected to σ by comparing

Eq. (2.7) and Eq. (2.6). Since the intensity an optical beam is related to its electric
field as I0 = 2ε0c|E0|2, the Raman scattering cross-section can be expressed with
α1 as

σ =
ω4
sα

2
1

6πc4ε20
. (2.8)

The Raman scattered power given in Eq. (2.6) applies to one molecule. We
can easily extend this result to a collection of molecules. Because the phase of
vibrational motions Q(t) at different molecules are not correlated, the phase of
scattered photons from different molecules does not have a fixed relationship. The
total scattered power from N molecules is simply N -times of the scattered power
from one molecule Ptotal

s = NσI0. This absence of phase relationship is one of
the reasons why this scattering process is “spontaneous”.

This simplified model of Raman scattering predicts correctly the ω4
s = (ωp −

ωv)
4 dependence of the total power of the Raman scattered light. It also gives the
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correct proportionality between the Raman scattered power and intensity of the
pump beam Ps = σI . In addition, it outlines the selection rule of Raman scatter-
ing. A mode is “Raman-active” only when it induces a non-vanishing variation of
the polarizability during vibrational motion.

However, we also point out that this treatment fails to predict some important
features of spontaneous Raman scattering, including the Lorentzian lineshape of
the Raman spectrum, and the ratio between anti-Stokes and Stokes signals. One
expects from Eq. (2.5) that the anti-Stokes signal is of the same strength as its
Stokes counterpart. However, the Stokes signal is actually stronger than the anti-
Stokes signal by a factor [3]

Intensity of Stokes scattering
Intensity of anti-Stokes scattering

=

(
ωp − ωv
ωp + ωv

)4

e
~ωv
kbT , (2.9)

where kb is the Boltzman constant, T is the ambient temperature of the molecule
and ωv is the vibration frequency.

2.2 Nuclear Motions as Harmonic Oscillators
In this section, we will have a closer look at the vibrational motions of both di-
atomic and polyatomic molecules. The purpose of this section is to justify our
assumption that vibrational motions can be modeled as harmonic oscillations.
Readers are kindly referred to [4] for more information regarding the harmonic
oscillator approximation for vibrational motions.

Figure 2.1: The molecular potential of a diatomic molecule (solid curve) and the potential
of a harmonic oscillator (dashed curve). In the vicinity of the equilibrium R0, the harmonic
oscillator model provides an excellent approximation of the real molecular potential.

The molecular potential of a diatomic molecule is shown in Fig. 2.1. The hor-
izontal axis is the internuclear distance R between its two nuclei, and the vertical
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axis is the molecular potential energy of the ground state V (R). A molecule is
balanced by a short-range repulsive force and a long-range attractive force. As
a result, there exists an internuclear distance R0 that the molecular potential en-
ergy reaches its minimum. This is the equilibrium position in terms of internuclear
distance.

According to the principle of minimum energy, the configuration of a stable
molecule should minimize its total potential energy. If the ambient temperature is
not too high, the internuclear distance R will not deviate too much from R0. We
can therefore expand the potential energy at the vicinity of R0 as a Taylor series

V (R) = V (R0)+

(
dV

dR

)
R0

(R−R0)+

(
d2V

dR2

)
R0

(R−R0)2+higher order terms.

(2.10)
AtR0, the first order derivative of the potential energy vanishes (dV /dR )R0

=

0 and V (R) is dominated by the second-order term, which represents the potential
of a harmonic oscillator

V (R) ≈ V (R0) +

(
d2V

dR2

)
R0

(R−R0)2

︸ ︷︷ ︸
Potential of a harmonic oscillator

. (2.11)

This potential of a harmonic oscillator is shown as the dashed line in Fig. 2.1.
It is clear that in the vicinity of R0, the potential of a harmonic oscillator is an
excellent approximation to the real molecular potential.

The argument for diatomic molecules can be easily extended to polyatomic
molecules. For a molecule withN nuclei, it requires 3N coordinates to fully spec-
ify its configuration. Of these 3N coordinates, three of them are used to specify
the center of the molecule, and three extra coordinates are used to specify the ori-
entation of the molecule (two for linear molecules). The rest 3N − 6 (or 3N − 5

for linear molecules) coordinates specify the vibrational degrees of freedom of the
constituent nuclei. For example, for a diatomic molecule, it has only one vibra-
tional degree of freedom — its internuclear distance R. If we denote the displace-
ments of these 3N − 6 (or 3N − 5 for linear molecules) coordinates from their
equilibriums as {qi}, the potential energy of this polyatomic molecule is given by

V (q1, q2, · · · ) = V (0, 0, · · · )+

Nvib∑
i,j=1

1

2

(
∂2V

∂qi∂qj

)
qi,j=0

qiqj +higher order terms.

(2.12)
where the number of vibrational modes Nvib is 3N − 6 (or 3N − 5 for linear
molecules). Note that we have already utilized the fact that the first-order deriva-
tives of the molecular potential ∂V/∂qi vanish at equilibriums. Equation (2.12)
is difficult to compute due to the cross-terms qiqj for i 6= j. Fortunately, classi-
cal mechanics indicates that these cross-terms in Eq. (2.12) can be eliminated by
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transforming {qi} to a set of new coordinates {Qi} [5]. In this new coordinate
system, we have

V (Q1, Q2, · · · ) = V (0, 0, · · · ) +

Nvib∑
i,j=1

1

2

(
∂2U

∂Q2
i

)
Qi=0

Q2
i + higher order terms.

(2.13)
If we ignore the higher-order terms, we have

∆V = V (· · · , Qi, · · · )− V (· · · , 0, · · · ) =
1

2

(
∂2U

∂Q2
i

)
Qi=0

Q2
i . (2.14)

This equation indicates that the vibrational motions can indeed be regarded as a
collection of independent harmonic oscillators. Qi is the normal coorindate of the
i-th vibrational mode. It is worth mentioning that because Qi is a linear combina-
tion of {qi}, normal modes are actually synchronized oscillation patterns of all the
nuclei.

2.3 Coherent Raman Scattering from the Perspec-
tive of Third-Order Nonlinear Processes

In spontaneous Raman scattering, one laser beam is used to excite the Raman sig-
nal. In coherent Raman scattering (CRS), two lasers are used — the one with a
higher frequency is called pump laser and the one with a lower frequency is called
Stokes laser. When the frequency difference between these two lasers coincides
with a vibrational frequency, the optical fields actively drive the molecule and
force them to oscillate coherently at the beat frequency between the field compo-
nents. This coherent oscillation dramatically enhances the strength of light-matter
interaction and result in a strong Raman signal. It is noteworthy that the coherent
Raman processes shares many features with Kerr-induced nonlinear processes. In
this section, we will show that both Kerr processes and coherent Raman processes
can be understood from the perspective of third-order nonlinear interactions.

2.3.1 Nonlinear Polarizations

In nonlinear optics, the response of a material is usually modeled by expressing its
polarization P as a power series of the electric field of the incident radiation E as
[2]

P(t) = ε0[χ(1)E(t) + χ(2)E(t)E(t) + χ(3)E(t)E(t)E(t) + · · · ], (2.15)

where χ(1), χ(2), and χ(3) are linear, second-order and third-order susceptibili-
ties, respectively. The electric field E and the polarization P are vectors in three-
dimensional space, and the susceptibilities are tensors.
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The linear susceptibility χ(1) is the dominant contribution to P and it is related
to the refractive index of materials. The second-order nonlinear susceptibility χ(2)

gives rise to second-order nonlinear processes such as optical rectification, second-
harmonic generation, sum-frequency generation and the Pockels effect. However,
the second-order nonlinear susceptibility χ(2) vanishes for centrosymmetric ma-
terials. Most of the materials used in silicon photonics, including crystalline sil-
icon, silicon nitride, and silicon dioxide are centrosymmetric. The lowest-order
nonlinear processes that can occur in these materials must come from the third-
order susceptibility χ(3), which can be non-zero for both centrosymmetric and
non-centrosymmetric materials. There exist many important third-order nonlin-
ear processes, including self-focusing, third-harmonic generation, and four-wave
mixing [2, 6, 7].

The origin of the third-order susceptibility χ(3) can be roughly separated into
two categories. The first one is the (almost) instantaneous nonlinear electronic
response to external fields, which is classified as Kerr nonlinearity χ(3)

K . Third-
order susceptibility χ(3) can also be induced by the interplay between molecular
vibrations to external fields, and it is called Raman nonlinearity χ(3)

R .

2.3.2 Kerr Nonlinearity

Kerr effect arises from the nonlinear electronic response to external fields. When
an optical field is applied to a molecule, it displaces the nuclei and electrons to
opposite direction. In dielectric materials, electrons are bounded by the nuclei. If
the external field is not too strong, the electrons will be displaced linearly with the
external field. This is the case we have described in Eq. (2.1). However, in the
presence of a strong external field, the displacement is no longer proportional to
the external field.

In Eq. (2.15), P is the macroscopic polarization. To understand the origin of
the Kerr effect, it is illustrative to write down explicitly the “microscopic polariza-
tion” of a molecule. This microscopic polarization is indeed the dipole moment of
the molecule. In microscopic view, the dipole moment of a molecule under intense
excitation is given by

µ(t) = αE(t) + βE(t)E(t) + ξE(t)E(t)E(t) + · · · , (2.16)

where α is the polarizability. β and ξ are first-order and second-order hyperpo-
larizabilities respectively. We can clearly see that in a first-order approximation
this equation is reduced to Eq. (2.1). The second-order hyperpolarizability can be
connected to third-order susceptibility as [2]

χ
(3)
K = L(3)Nξ, (2.17)

whereL(3) is the local-field enhancement factor andN is the number of molecules.
The local field enhancement L(3) is often omitted in this equation. In this case, the
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electric field given in Eq. (2.16) should be viewed as the local field on the molecule.
This second-order hyperpolarizability ξ is the microscopic origin the Kerr effect.

In experiments, the Kerr effect is customarily viewed as a modification of the
refractive index by the intensity of the incident field. Therefore the refractive index
in the presence of the Kerr effect is usually described as [2]

n = n0 + n2I, (2.18)

where n0 is the linear refractive index given by n0 =
√

1 + χ(1). n2 is the non-
linear refractive index and I is the intensity of the optical field. The nonlinear
refractive index is related to the third-order susceptibility χ(3)

K as

n2 =
3χ

(3)
K

4n2
0ε0c

. (2.19)

2.3.3 Coherent Raman Effects

The response of vibrational motions to external fields can also induce a third-order
susceptibility, and it is classified as Raman susceptibility. To understand the origin
of this susceptibility, let us have a closer look at the coherent Raman processes.

The coherent Raman processes can be divided into two steps [1, 2]. In the
first step, two optical beams— a pump beam and a Stokes beam— are incident
on a molecule. Suppose the difference of their frequency corresponds to the in-
trinsic frequency of a normal mode. In this case, the optical fields exert a force
on the vibrational degree of freedom of this molecule. This optical force drives
the molecule to oscillate at the beat frequency between the field components. In
the second step, this molecular oscillation modulates the refractive index of the
medium at the beat frequency. When a third beam propagates through the mate-
rial, it experiences this modulation and develops sidebands at shifted frequencies.
In practice, coherent Raman experiments are carried out in degenerate configura-
tions in the sense that the “third beam” is actually the pump or the Stokes beam.
Below we will have a closer look at this process.

We start by examining the electromagnetic force exerted by the input fields.
Suppose the vibrational frequency, the pump frequency, the Stokes frequency are
ωv , ωp and ωs, respectively. The frequency difference between the pump and the
Stokes field is defined as Ω = ωp − ωs, and we require this frequency difference
is not far away from the molecular vibration frequency Ω ≈ ωv . The name of the
optical fields also implicitly suggests that Ω > 0.

The electromagnetic force F (t) exerted on a dipole can be worked out from
the principle of virtual work. In the first order correction (that is, no hyperpolariz-
abilities), the energy required to induced a dipole moment of dµ is given by

dW = Ẽ · dµ̃ = Ẽ · (α dẼ) = d

(
1

2
αẼ2

)
. (2.20)
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By the principle of virtual work, the force exerted by the optical field on the
molecule along the vibrational degree of freedom Q is given by

F̃ (t) =
dW

dQ
=

1

2

(
dα

dQ

)
0

Ẽ2. (2.21)

Recall that the electric field of the incident optical excitations is given by

Ẽ(z, t) = Epe
ikp·r−iωpt + Ese

iks·r−iωst + c.c., (2.22)

where theEp(s), kp(s), ωp(s) are the electric field, propagation constant and optical
frequency of the pump (Stokes) beam.

Inserting Eq. (2.22) back to Eq. (2.21), we notice that the optical force is com-
posed of the following frequency components: DC, ωp + ωs, ωp − ωs, 2ωp, and
2ωs. Among these components, only the one at ωp − ωs is close to the molecular
resonance frequency ωv . As a result, only this component induces a non-negligible
oscillatory motion of the molecule. The applied force at this frequency is given by

F̃ (t) =

(
∂α

∂Q

)
0

EpE
∗
s e
i(kp−ks)·r−iΩt + c.c.. (2.23)

As we have shown in the previous section, the molecular vibration can be
modeled as a harmonic oscillation. The harmonic oscillation equation is given
by

d2Q̃

dt2
+ 2ζ

dQ̃

dt
+ ω2

vQ̃ =
F̃ (t)

m
, (2.24)

where ζ is the damping coefficient of the oscillator and m is the effective mass of
this harmonic oscillator. To solve Eq. (2.24), we take an ansatz of Q(Ω, t) as

Q̃(Ω, t) = QΩ(Ω)(ei(kp−ks)·r−iΩt + c.c). (2.25)

Here QΩ(Ω) can be viewed as the temporal independent part of Q(Ω, t). Inserting
Eq. (2.25) and Eq. (2.23) into Eq. (2.24), we have

QΩ(Ω) =
1

m

(
∂α

∂Q

)
0

EpE
∗
s

−Ω2 − 2iΩζ + ω2
v

. (2.26)

Similar to Eq. (2.5), the induced dipole moment is determined by the displacement
of the harmonic oscillator as

µ = αẼ(z, t) =

(
α0 +

(
∂α

∂Q

)
0

Q(Ω, t)

)
Ẽ(z, t). (2.27)

The macroscopic polarization within a unit volume with N molecules due to
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coherent excitation is then given by .

P̃ = Nµ =P̃ (ωas) + P̃ (ωcs) + P̃ (ωs) + P̃ (ωp)

=P (ωas) exp
(
i(2 ~kp − ~ks) ·~r− iωast

)
+P (ωcs) exp

(
i(2 ~ks − ~kp) ·~r− iωcst

)
+P (ωs) exp

(
i ~ks ·~r− iωst

)
+P (ωp) exp

(
i ~kp ·~r− iωpt

)
+ c.c., (2.28)

where ωp and ωs is the pump and Stokes frequency and

ωcs = 2ωs − ωp is the coherent Stokes frequency,

ωas = 2ωp − ωs is the anti-Stokes frequency.

The complex amplitude of the polarization at the anti-Stokes frequency is given
by

P (ωas) =
N

m

(
∂α

∂Q

)2

0

1

ω2
v − Ω2 − 2iΩζ

E2
pE
∗
s = 6ε0χR(Ω)E2

pE
∗
s , (2.29)

where the Raman susceptibility is introduced as

χR(Ω) =
N

6ε0m

(
∂α

∂Q

)2

0

1

ω2
v − Ω2 − 2iΩζ

. (2.30)

The Raman susceptibility χR(Ω) is a complex number. It is non-zero only in
the vicinity of Ω = ωv . Its imaginary component and real component are shown
in Fig. 2.2.

With the newly defined Raman susceptibility, four major coherent Raman po-
larizations are given by

P (ωas) = 6ε0χR(Ω)E2
pE
∗
s , (2.31a)

P (ωp) = 6ε0χR(Ω)|Es|2Ep, (2.31b)

P (ωs) = 6ε0χ
∗
R(Ω)|Ep|2Es, (2.31c)

P (ωcs) = 6ε0χ
∗
R(Ω)E2

sEp. (2.31d)

These polarizations given in Eq. (2.28) are responsible for all first-order coherent
Raman processes [1]. As we will show in the next section, P (ωp) leads to the at-
tenuation of the pump beam in stimulated Raman scattering (SRS) while P (ωs) re-
sults in an exponential gain for the Stokes beam. These two effects are sometimes
called stimulated Raman loss (SRL) and stimulated Raman gain (SRG). P (ωas) is
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Figure 2.2: The real part and imaginary part of the Raman susceptibility χR(Ω). Note that
Ω = ωp − ωs. The real component exhibits an asymmetric pattern while the imaginary
component has a symmetric Lorentzian shape. At zero detuning Ω = ωv , the Raman
susceptibility χR(ωv) is an imaginary number.

the principal contribution to coherent anti-Stokes Raman scattering (CARS) and
P (ωcs) is the primary contribution to coherent stokes Raman scattering (CSRS).

Comparing Eq. (2.31a-2.31d) to Eq. (2.15), it is clear that the Raman polariza-
tions are proportional to the cube of electric field E3, highlighting that coherent
Raman interactions can indeed be modeled as third-order nonlinear processes. The
difference between the Kerr nonlinearity and the Raman nonlinearity is also evi-
dent by comparing Eq. (2.16) with Eq. (2.27). χ(3)

K is induced by the second-order
hyperpolarizability ξ while χ(3)

R results the from the modification of linear polar-
izability α(Q) by vibrational motions. It is also interesting to notice that the phase
information of the pump beam is “washed away” in Eq. (2.31c) and Eq. (2.31b)
in the sense that these polarizations contain only the square modulus of the pump
field |Ep|2.

2.4 Energy Flow of Coherent Raman Processes

In the previous section, we have obtained the nonlinear polarization for various
coherent Raman processes. However, in Raman experiments, we are not probing
directly the nonlinear polarizations. Therefore, it is interesting to investigate how
these nonlinear polarizations are coupled with optical waves. To describe the con-
nection between induced polarizations and optical fields, we explicitly evaluate
Maxwells wave equation in nonlinear media. With this wave equation, the energy
flow of both SRS and CARS are investigated in this section.
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2.4.1 Wave Equation with Nonlinear Polarization

The evolution of an optical field within a nonlinear optical medium can be de-
scribed by the wave equation. The derivation of the wave equation can be found in
many text books [2, 6, 7]. To begin with, we write down Maxwell’s equations for
a non-magnetic medium and charge-free medium as

∇ · D̃ = 0, (2.32a)

∇ · B̃ = 0, (2.32b)

∇× Ẽ = −∂B̃
∂t
, (2.32c)

∇× B̃ = µ0
∂D̃

∂t
. (2.32d)

Taking the curl of Eq. (2.32c) and the time directive of Eq. (2.32d), we can elimi-
nate the magnetic field component B. It leads to

∇2Ẽ− 1

c2
∂2Ẽ

∂t2
=

1

ε0c2
∂2P̃

∂t2
, (2.33)

where we have split the displacement field D̃ into two parts as D̃ = ε0Ẽ + P̃. It
is convenient to further decompose the polarization P into a linear and a nonlinear
part as

P̃ = P̃NL + P̃L. (2.34)

In order to derive the nonlinear propagation equation, it is instrumental to expand
the electric field Ẽ and polarization P̃ into the summation of a collection of dis-
crete electromagnetic waves

Ẽ(z, t) =
∑
n

Ene
−i(ωnt−knz) + c.c., (2.35)

P̃(z, t) =
∑
n

Pne
−i(ωnt−knz) + c.c.. (2.36)

where we have assumed that the optical waves are traveling along the z axis. The
linear polarization of an individual component is given by

PLn = ε0χ
(1)En, (2.37)

where χ(1) denotes the linear part of susceptibility which is related to the permit-
tivity by ε(1) = 1 + χ(1).

In this section, we limit to CW or quasi-CW excitations where both En and Pn
are assumed to be time-independent. Although this assumption is not in general
valid for pulse excitations, it is a good approximation when the laser linewidth is
much narrower than the Raman linewidth. In the time domain, it means that this
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treatment is valid when the duration of the optical field is much longer than the
response time of Raman scattering. This steady-state solution provides us with an
intuitive picture between nonlinear polarizations Pn the electric fields En.

Substituting Eq. (2.35) and Eq. (2.36) back into Eq. (2.33), with the slow-
varying envelope approximation, we have

− 2ikn
∂En
∂z

+

(
k2
n −

ω2
n(1 + χ(1))

c2

)
En =

ω2
nP

NL
n

c2ε0
. (2.38)

Equation (2.38) can be simplified by noting that the electric field for each individ-
ual component En is z-independent when the medium has no nonlinear response
PNL
n = 0. In this case, a natural choice for the propagation constant of an individ-

ual component En is

kn =
ωn
c

√
1 + χ(1) =

ωnnn
c

, (2.39)

where nn =
√

1 + χ(1) is the effective index for frequency ωn. Substituting
Eq. (2.39) into Eq. (2.38), we have

∂En
∂z

= i
ωn

2cnnε0
PNL
n . (2.40)

This is the wave equation for nonlinear optical media with CW excitations. It
connects the nonlinear polarization on the right-hand side of the equation to the
optical field on the left-hand side. Eq. (2.40) indicates the optical field does not
change with z without nonlinear polarizations. If the medium has a nonlinear
response, the nonlinear polarization PNL

n induces variations on the electric field
En along z. Therefore, the nonlinear polarization acts as a “source” that modifies
the electric field. It is important to mention that nonlinear polarizations PNL

n can
be induced by both Kerr susceptibility and Raman susceptibility.

It is worth noticing that the phase relationship between the polarization PNL
n

and the electric field En is crucial. If the polarization is lagging or leading the
electric field by π/2, the equation on the right is a real number. In this case,
the medium induces a pure loss or gain on the optical field. In contrast, if the
polarization has the same phase as the electric field, the nonlinear interaction only
induces phase changes in the optical field.

Below we will apply Eq. (2.31a-2.31d) to Eq. (2.40) to study the influence of
coherent Raman scattering of each of the optical fields. We assume a degenerate
experiment configuration: the input is composed of a Stokes beam and a pump
beam. Firstly, we will investigate the influence of CRS on these two input fields
themselves. Next, we will investigate the influence of CRS on newly generated
anti-Stokes frequency ωas. The treatment of coherent-Stokes frequency ωcs is
identical to its anti-Stokes counterpart. However, due to its limited application for
Raman sensing, the treatment of ωcs is omitted in this thesis.
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2.4.2 Stimulated Raman Gain and Stimulated Raman Loss

From Eq. (2.31c), we know the nonlinear polarization and the electric field at the
Stokes frequency ωs induced by CRS are

P̃ (ωs, t) = P (ωs) exp
(
i ~ks ·~r− iωst

)
+ c.c., (2.41)

Ẽ(ωs, t) = E(ωs) exp
(
i ~ks ·~r− iωst

)
+ c.c., (2.42)

These equation is identical to our definition in Eq. (2.35) and (2.36). So we can
substitute P̃NL

n given in Eq. (2.40) with P̃ (ωs) given in Eq. (2.31c). It leads to

dEs
dz

=
3iωs
nsc

χ∗R(Ω)|Ep|2Es = −αsEs, (2.43)

where the gain coefficient for the Stokes beam αs is defined as

αs =
−3iωs
nsc

χ∗R(Ω)|Ep|2. (2.44)

In this equation, ns is the refractive index of the material at ωs, χR is the Raman
susceptibility defined in Eq. (2.30), c is the speed of light in vacuum and |Ep| is
the amplitude modulus of the pump field. We know that when the frequency differ-
ence between the pump beam and the Stokes beam coincides with the vibrational
frequency Ω = ωp − ωs = ωv , χ∗R(Ω) is an imaginary number, and αs turns out
to be a negative real number. Therefore, the Stokes beam experiences a pure gain
during Raman interaction, and this is the reason why this phenomenon is called
stimulated Raman gain (SRG).

Similar to SRG, we can write down the interplay between the nonlinear polar-
ization P (ωp) with the pump field E(ωp). Similar to Eq. (2.43), the evolution of
the pump beam is given by

dEp
dz

=
3iωp
npc

χR(Ω)|Es|2Ep = −αpEp. (2.45)

Here the gain coefficient given by

αp =
−3iωp
npc

χR(Ω)|Es|2. (2.46)

In this equation, np is the refractive index of the material at frequency ωp and
|Es| is the amplitude modulus of the Stokes field. Other parameters bear the same
meaning as in Eq. (2.43). Since χR(Ω) has an opposite sign to χ∗R(Ω), the pump
beam experiences a pure attenuation during Raman interaction. Therefore, this
phenomenon is called stimulated Raman loss (SRL).
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2.4.3 Coherent Anti-Stokes Raman Scattering

The nonlinear polarization corresponding to CARS is slightly different from that
corresponding to SRS. The nonlinear polarization at the anti-Stokes frequency is
given by

P̃ (ωas, t) = P (ωas) exp
(
i(2~kp − ~ks) · ẑ− iωast

)
+ c.c., (2.47)

In order to implement Eq. (2.47) in Eq. (2.40), the nonlinear polarization
should evolve as exp

(
i~kas · ẑ− iωast

)
instead of exp

(
i(2~kp − ~ks) · ẑ− iωast

)
.

To solve this problem, we make the following transformation

P̃ (ωas, t) = P (ωas) exp
(
i(2~kp − ~ks − ~kas) · ẑ

)
exp
(
i~kas · ẑ− iωast

)
+ c.c.,

(2.48)
and then Eq. (2.40) becomes

dEas
dz

= −i ωn
2cnnε0

P (ωas) exp
(
i(2~kp − ~ks − ~kas) · ẑ

)
, (2.49)

which can be written as

dEas
dz

= −3iωas
nasc

χR(Ω)E2
pe
i∆kzE∗s = −κasE∗s . (2.50)

The coupling coefficient κas is defined as

κas =
3iωas
nasc

χR(Ω)E2
pe
i∆kz. (2.51)

where ∆k = ∆k · ẑ = (2kp − ks − kas) · ẑ, nas is the refractive index of the
material at frequency ωas and Es is the Stokes field.

Equation (2.50) is different from both Eq. (2.43) and Eq. (2.45) in that it in-
cludes an extra phase-mismatch term. If the phase-mismatch vanishes, the anti-
Stokes frequency experiences exponential gain. This situation is similar to the
SRG experiment. However, if the phase mismatch ∆k is non-zero, the anti-Stokes
component would experience periodic gain and loss during propagation and pro-
duce a CARS signal much smaller than its SRS counterpart. Therefore, in practical
CARS experiments, it is crucial to ensure the phase-matching condition ∆k = 0.

2.5 Detection of CARS and SRS Signal
We have noticed the amplitudes of the nonlinear polarizations responsible for
CARS (P (ωas)) and SRS (P (ωs) and P (ωp)) are comparable. However, this
does not mean the detected signals in CARS and SRS have the same strength.
To compare the strength of the detected signals, we have to take into account the
difference in detection schemes.



2-16 INTRODUCTION TO SPONTANEOUS AND COHERENT RAMAN SCATTERING

2.5.1 Detection of CARS Signal

In the case CARS, we are probing a newly generated anti-Stokes component at
frequency ωas. If we assume the Stokes beam and the pump beam are not affected
by CARS interaction, the electric field of the CARS signal over a distance of L is
given by

Eas(L) = −3iωas
nasc

χR(Ω)E2
pE
∗
sL sinc

(
∆kL

2

)
exp

(
i∆kL

2

)
. (2.52)

The detectable CARS signal is the intensity of the anti-Stokes component ωas.
The connections between the intensity and the field amplitude of all the optical
fields involved in CARS are given by

I(ωas) = 2nasε0c|Eas|2, (2.53)

I(ωs) = 2nsε0c|Es|2, (2.54)

I(ωp) = 2npε0c|Ep|2, (2.55)

where I(ωas), I(ωp), I(ωs) are the intensities of the anti-Stokes beam, the pump
beam and the Stokes beam respectively.

With Eq. (2.53-2.55), we can express the intensity of CARS signal I(ωas) with
I(ωs) and I(ωp), which is given by

I(ωas) =
9ω2

as

4n2
pnasnsc

4ε20
|χR|2I2

pIsL
2sinc2

(
∆kL

2

)
. (2.56)

From this equation, we can clearly see that

I(ωas) ∝ |χR|2I2
pIsL

2sinc2

(
∆kL

2

)
. (2.57)

This equation indicates that the CARS signal is proportion to the square of the
pump intensity I2

p and the square of interaction length L2 while it scales linearly
to the Stokes intensity Is. Equation (2.57) also shows that the CARS signal scales
with the square modulus of the Raman susceptibility |χ(3)

R |2. A closer look at the
CARS process reveals that the quadratic dependency on third-order susceptibil-
ity make the anti-Stokes component exhibit a parasitic signal called non-resonant
background. Below we will have a closer look at this non-resonant background.

In deriving Eq. (2.56), only the Raman nonlinearity χR is explicitly taken into
consideration. However, in practice, materials also exhibit the Kerr nonlinearity at
the same time. The strength of the anti-Stokes signal is then a combination of both
Kerr and Raman nonlinearity |χK + χR(Ω)|2. The Raman susceptibility χR(Ω)

is a complex number dependent on the frequency detuning Ω. In comparison,
although the Kerr susceptibility χK is also a complex number that is relevant to
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the frequency detuning Ω, the resonance frequency of the Kerr effect is much
higher than its Raman counterpart. As a result, in the optical frequency range that
is relevant to this work, the Kerr susceptibility χK is essentially a real constant
independent of Ω [2]. As a result, the CARS intensity is given by

ICARS ∝ |χK + χR(Ω)|2 = |χK|2 + |χR(Ω)|2 + 2χK Re{χR(Ω)}. (2.58)

The first term, |χK|2 is simply a constant contribution. Because it does not con-
tain Raman information and it is independent of the Raman shift, it is called non-
resonant background. The second term has a Lorentzian lineshape and the third
term has an anti-symmetric lineshape.

Figure 2.3: A typical CARS signal from dilute analytes. The majority of the CARS signal
arises from the Kerr contribution |χK|2. In addition, although |χR(Ω)|2 has a Lorentzian
lineshape, its contribution is swamped by the anti-symmetric cross-term 2χK Re{χR(Ω)}.

If we are probing dilute analytes, the amplitude of the Kerr susceptibility χK

is much larger than that of the Raman susceptibility χR(Ω). In this case, the non-
resonant background, which is proportional to |χK|2, can be orders of magnitude
stronger than the second and the third term in Eq. (2.58). Of these two resonant
terms, the anti-symmetric cross-term 2χK Re{χR(Ω)} is much stronger over the
last term |χR(Ω)|2. As a result, the detected CARS signal is an anti-symmetric
signal sitting on top of a large non-resonant background as shown in Fig. 2.3.

The sizeable non-resonant background makes it difficult to probe the small
asymmetric CARS signal and reduces the signal-to-noise ratio of the CARS sig-
nal. Furthermore, most reference Raman spectra are measured with spontaneous
Raman scattering, and they have the same lineshape as Im{χR} [1]. As a result,
the distorted CARS spectrum cannot be compared with the references directly.
One has to first reconstruct Im{χR} from the anti-symmetric signal 2χK Re{χR},
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which is commonly performed with Kramers-Kronig transformation [8] and Hilbert
transformation [9].

It is interesting to note the large Kerr nonlinearity χK in experiments also pro-
vides some advantages. Firstly, with a large Kerr nonlinearity, the CARS response,
which is the cross-term, scales linearly with the concentration of analytes. Sec-
ondly, because 2χK Re{χR} � |χR(Ω)|2, The large Kerr nonlinearity also in-
tensifies the absolute strength of Raman signal. However, in general, the large
non-resonant background causes more problems than benefits [1]. Therefore, a
collection of techniques have been devised to remove it. These new techniques
include the implementation of polarization-sensitive CARS [10], times-resolved
CARS [11], and interferometric CARS [12].

Kerr nonlinearity might also change the phase-matching condition. Within a
Kerr media, an optical wave can modify its phase through the process of self-
phase modulation (SPM) [6]. In this case, the phase-matching condition of CARS
is modified to ∆k = 2kp − ks − kas + kNL where a nonlinear phase shift kNL

should be included. The nonlinear phase shift scales with the intensity of the op-
tical pulse. However, we emphasize that CARS should always be operated on
the condition that linear phase-mismatch 2kp − ks − kas dominates over the non-
linear phase shift kNL. It is only under this condition that the obtained CARS
spectrum has a quadratic dependency on the Raman susceptibility as it is shown in
Eq. (2.56). Otherwise, if the optical beams accumulate a large nonlinear phase over
propagation, when the phase-matching condition is satisfied, the newly generated
CARS signal will increase exponentially with the Raman susceptibility. In this
case, the nonlinear waveguide can be viewed as a parametric amplifier [6, 13, 14]
instead of a Raman sensor. We will have great difficulty in deciphering the Raman
information. Therefore, we should always work in the configuration that the linear
phase-mismatch 2kp − ks − kas dominates over the nonlinear phase shift kNL.
To reflection this observation, in the rest of this thesis, we will not consider the
nonlinear contribution to the phase-matching condition explicitly.

2.5.2 Detection of SRS Signal

SRS does not generate new frequencies. The detected signal in SRS is the varia-
tion of the initial incident beams. Under the non-depleted pump assumption, the
electric field of the Stokes beam at position L can be estimated with Eq. (2.43). It
is given by

Es(L) = Es(0) exp

(
3iωs
nsc

χ∗R|Ep|2L
)
, (2.59)
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where Es(0) is the electric field of the input Stokes beam. Due to the intrinsic
weakness of Raman interaction, Eq. (2.43) can be approximated as

Es(L) = Es(0)

(
1 + i

3ωs
nsc
|Ep|2Lχ∗R

)
. (2.60)

Photodetectors are only sensitive to the intensity of optical field. The intensity
of transmitted Stokes beam is

Is(L) = 2nsε0cE
∗
sEs

= 2nsε0c|Es(0)|2
(

1− i3ωs
nsc
|Ep|2LχR

)(
1 + i

3ωs
nsc
|Ep|2Lχ∗R

)
= Is(0)

(
1 + i

3ωs
nsc
|Ep|2L(χ∗R − χR) +

(
3ωs
nsc
|Ep|2L

)2

|χR|2
)

= Is(0)

(
1 +

6ωs
nsc
|Ep|2L Im{χR}+

(
3ωs
nsc
|Ep|2L

)2

|χR|2
)
. (2.61)

There are three-terms in the right-hand side of this equation. The first term is
simply the intensity of the initial Stokes beam. The second and the third term are
caused by SRS. The second term is proportional to Im{χR} while the last term is
proportional to |χR|2. Since the strength of Raman interaction is very weak, the
second term is much larger than the last term, and the last term can be ignored.
Therefore, the intensity of the transmitted Stokes field containing the molecular
information is given by

Is(L)− Is(0) = ∆Is =
3ωs Im{χR}
npnsc2ε0

IsIpL = gRIsIpL, (2.62)

where a new parameter, the stimulated Raman gain gR is introduced. The stimu-
lated Raman gain gR is dependent only on material properties. We immediately
notice this variation ∆Is scales linearly with the imaginary part of the Raman sus-
ceptibility Im{χR}. Compared to CARS, SRS has two advantages. Firstly, since
the Kerr nonlinearity χK is a real number, SRS signals are free from non-resonant
backgrounds. Secondly, it is found in experiments that the reference spontaneous
spectra have the same lineshape as ImχR. Therefore SRS is capable of producing
the same spectral response as the spontaneous references [1]. It means that SRS
results can be compared directly with existing references without pre-processing.
Besides, the linear dependence of SRS signal on interaction length L and intensi-
ties of the pump Ip and the Stokes beam Is also makes SRS results more natural
to interpret, which are quite valuable for molecular quantification. However, it is
worthwhile to point out that these benefits come at a price. In traditional SRS ex-
periment, the SRS-induced variation ∆Is is usually orders of magnitude weaker
than the incident field Is(0). It is very challenging to detect such a small signal on
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a vast background, and special techniques are required. Besides, the initial Stokes
beam can also induce a large shot-noise, which deteriorates the SRS performance.
Therefore, special care needs to be taken to implement SRS for spectroscopic sens-
ing applications.

2.6 Conclusion
In this chapter, we examined the basics of coherent Raman scattering. We revealed
that coherent Raman interactions could be modeled as third-order nonlinear pro-
cesses. The nonlinear polarization induced by coherent Raman interaction are
derived. Their interaction with the optical fields is carefully investigated with the
wave equation for a nonlinear optical media. With this equation, we examined
two coherent Raman interactions — stimulated Raman scattering (SRS) and co-
herent anti-Stokes Raman scattering (CARS). The properties of their spectra and
the differences in detection schemes are discussed.

In short, we showed that CARS suffers from non-resonant backgrounds and it
has an extra requirement of the phase-matching condition. However, it is straight-
forward to probe the CARS signal as the detected signal is the square modulus of a
newly emitted field. SRS is automatically phase-matched, and it is also free from
non-resonant backgrounds. However, the SRS signal radiates at frequencies that
are identical to the incident beams, making it very challenging to resolve the SRS
signal from the incident fields.
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3
Stimulated and Spontaneous Raman

Scattering in Waveguides: From a
Quantum Mechanical Perspective

In Chapter 2, we studied in detail two coherent Raman scattering (CRS) processes
— coherent anti-Stokes Raman scattering (CARS) and stimulated Raman scat-
tering (SRS). As we will show in Chapter 4, CARS requires a stringent phase-
matching condition that can hardly be satisfied on the silicon nitride waveguide
platform accessible to us. Therefore, most of the effort in the second part of
this thesis is devoted to the development of waveguide-based SRS sensors. In
Chapter 2, SRS is modeled as a third-order nonlinear process. This model treats
spontaneous Raman scattering and CRS as entirely different processes. It fails to
recognize the inherent similarity between spontaneous Raman scattering and CRS,
especially SRS.

To illustrate this similarity, let us have a look at the stimulated and sponta-
neous emission of a two-level atom. It is experimentally observed that an atom
in the excited state can decay into the ground state by emitting a photon. This
emission can take place with or without the presence of an external electromag-
netic field, where the former process is classified as stimulated emission and the
latter process is classified as spontaneous emission. A scrutiny of these two pro-
cesses reveals that spontaneous and stimulated emission are intimately related. It
is now widely accepted [1] that the electromagnetic field is non-zero even in the
vacuum state due to Heisenberg’s uncertainty principle, i.e., there always exists
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some electromagnetic radiation even in the vacuum. In spontaneous emission, this
zero-point radiation serves to “stimulate” the atom to relax from the excited state to
the ground state. In this sense, spontaneous emission is indeed a particular type of
stimulated emission [1–3], where the vacuum fluctuation provides the stimulation.

This argument is also applicable to Raman scattering [2, 4]. Spontaneous Ra-
man scattering can also be viewed as a particular type of stimulated Raman scatter-
ing process that is “stimulated” by the vacuum fluctuation. Since many works have
been done on waveguide-based spontaneous Raman scattering [5–7], it is advisable
to have a unified treatment that takes care of both waveguide-based spontaneous
Raman scattering and waveguide-based SRS.

The theory of Raman scattering excited by the guided modes of optical fibers
has been laid down in the Ph.D. thesis of David Alan Wardle [8]. His work focuses
on the Raman response of glass fibers themselves. In his derivation, both optical
fields and molecules are modeled quantum mechanically. This full quantum me-
chanical treatment is described in Appendix A of [8].

In this thesis, we will extend the treatment given by David Alan Wardle to
silicon nitride waveguides. Both on-chip spontaneous Raman scattering and on-
chip SRS will be discussed. The full quantum mechanical treatment of Raman
scattering of analytes probed by the evanescent tail of guided modes is saved in
Appendix A. The intention of this chapter is to present the macroscopic equations
describing the process of Raman scattering both in bulk media and in waveguides.
Two primary parameters, spontaneous Raman gain coefficient G‖ and stimulated
Raman gain coefficient g‖, are identified. Their relation with Raman scattering
cross-section dσ/dΩ is also investigated. At the end of this chapter, the waveguide
loss is taken into account and its influence on Raman scattering is explored for
different experimental configurations.

3.1 Raman Scattering from a Bulk Medium in Free
Space

Raman scattering is a complicated three-dimensional process. In principle, we
need to keep track of the propagation directions and the polarization of the opti-
cal waves involved in Raman scattering. Fortunately, in this thesis we will only
encounter substances without preferential orientations: silicon nitride waveguides
are composed of two amorphous materials (silicon nitride, silicon dioxide), and
the analytes we are probing are random liquids. For Raman scattering in these ma-
terials, the intensity of scattered field is independent of the propagation directions
of the participating optical fields [9–11]. More precisely

• In spontaneous Raman scattering, suppose the pump beam is propagating
along kp, and its electric field is pointing to êp. Also, suppose we are prob-
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ing the scattered field that is propagating along ks with its electric field
polarized to ê. In this case, the optical power of the scattered field is de-
termined solely by the angle between êp and ês. The optical power of the
scattered field is independent of either kp or ks.

• In stimulated Raman scattering, suppose two excitations, a pump beam, and
a signal beam are injected into a Raman material. In order to know the
Raman-induced gain/loss on the signal/pump beam, all we need to know is
the relation between their polarization êp and ês. No information is needed
regarding the propagation directions kp and ks.

This property greatly simplifies the problem of waveguide-based Raman scatter-
ing. In the rest of this chapter, the parallel sign (‖) and the perpendicular sign (⊥)
refer only to the relation between polarizations.

3.1.1 Spontaneous Raman Scattering

We first investigate the spontaneous Raman scattering in a bulk medium. Assume
the Raman signal is excited and collected in the free space. The configuration is
shown in Fig. 3.1. Here the pump beam (green square) is an infinite plane wave
with an optical frequency of ωp. It is propagating along the +z direction, and its
electric field points to êp. If a total power of Pp of the pump beam is incident
on a unit volume dV = dA dz, during Raman scattering, a small portion of the
pump photons will experience a frequency shift and deflect from their original
propagation direction. The total power of the scattered photons that propagate
within a solid angle of dΦ and a frequency range of [ωs, ωs + dωs] is given by

Ps =
ωs
ωp
PpRdΦdzdωs, (3.1)

where R is a proportionality factor that is given by

R =
1

32π2~ε20c4
n(ωs)

n(ωp)
ωpω

3
s

[
M‖(|Ω|) cos2 θ +M⊥(|Ω|) sin2 θ

]
h(Ω, T ), (3.2)

in which

• ωp and ωs are the frequency of the pump and scattered light,

• Ω is the frequency shift between the pump photon and the scattered photon
Ω = ωp − ωs,

• h(Ω, T ) is a function related to the frequency shift Ω and the ambient tem-
perature T , and it is defined as

h(Ω, T ) =


(

1− e− ~Ω
kT

)−1

if Ω > 0 (Stokes),(
e−

~Ω
kT − 1

)−1

if Ω < 0 (anti-Stokes),
(3.3)
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• M‖(|Ω|) and M⊥(|Ω|) are the material Raman response functions for dif-
ferent polarizations,

• ~ is the reduced Planck constant,

• n(ωp) and n(ωs) are the refractive indices of the material at pump and signal
frequencies,

• ε0 is the vacuum permittivity,

• θ is the angle between the polarization of the pump beam êp and the scat-
tered beam ês.

Figure 3.1: The geometry of spontaneous Raman scattering in a bulk medium. An infinite
plane wave (represented by the green square) is incident on a Raman medium over a
volume of dV = dAdz. Part of the pump light experiences a Stokes shift and deflects
from its original propagation direction. The total scattered power propagating within a
solid angle of dΦ within the frequency range of [ωs, ωs + dωs] is denoted as P . The
polarizations of the pump beam and the Stokes beam are denoted as êp and ês respectively.

The material Raman response functions M‖(|Ω|) and M⊥(|Ω|) appeared in
Eq. (3.2) describe the microscopic properties of the material itself. Although the
exact value ofM‖(|Ω|) andM⊥(|Ω|) can in principle be obtained through ab initio
calculations, they are usually deduced from experimental results. In this thesis, it
is sufficient to treat them as proportionality factors that are determined solely by
|Ω|. As we have stated at the beginning of this chapter,M‖ is the material response
function for êp ‖ ês and M⊥ describe the material response function for êp ⊥ ês.
From Eq. (3.2) we can notice that
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• The power of the scattered light is proportional approximately to ω4
p. This

result is consistent with our treatment in chapter 2 where the Raman scat-
tered power is also proportional to ω4

p.

• The Stokes scattered powers is stronger than the anti-Stokes scattered power
by a factor of exp(~Ω/kbT ) which can be calculated from h(Ω, T ).

3.1.2 Stimulated Raman Scattering

Figure 3.2 shows the configuration of SRS in a bulk medium. A signal beam and
a pump beam are directed into a Raman medium. The signal beam is an infinite
plane wave and it is represented by the red rectangle. It is propagating along the
+z direction and its electric field is polarized along ês.

The pump beam is also assumed to be an infinite plane wave and it is repre-
sented by the green rectangle in Fig. 3.2. Its optical intensity is Ip and its electric
field is points to êp. The intensity of the pump beam Ip is measured as the optical
power per unit area incident on a plane normal to the propagation direction of the
pump beam itself. No assumption is made about the propagation direction of the
pump beam.

We decompose the polarization of the signal beam ês into two components.
One component is parallel to the pump ê‖ ‖ êp and the other component is per-
pendicular to the pump ê⊥ ⊥ êp. We denote Λ‖(z) as the intensity of the part of
the signal photons that has the following properties:

(a) it locates at z,

(b) it lies within the frequency range of [ωs, ωs + dωs],

(c) it has the same polarization of the pump beam.

The evolution of Λ‖(z) due to SRS is given by

dΛ‖

dz
= ḡ‖IpΛ‖(z), (3.4)

where the stimulated Raman gain ḡ‖ is defined as

ḡ‖ =
Ω

|Ω|
π

4~ε20c2
ωs

n(ωp)n(ωs)
M‖(|Ω|). (3.5)

The parameters in Eq. (3.5) have the same meaning as in Eq. (3.2).
One can see from Eq. (3.4) that the gain of the signal beam is, again, not

influenced by the propagation direction of the participating optical beams. Equa-
tion (3.5) predicts that the signal beam will experience the same amount of gain
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Figure 3.2: The geometry of stimulated Raman scattering in a bulk medium. Both pump
beam and signal beam are assumed to be infinite plane waves. The signal beam (red) is
propagating along z direction polarized at ês. The pump beam (green) is propagating
along a certain direction and it is polarized at êp. The polarization of the signal beam is
decomposed to a component perpendicular ê⊥ and a component parallel ê‖ to the pump
beam.
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ḡ‖ no matter which direction the pump beam is propagating to. We can easily ex-
tend the result to the case of ê⊥ ⊥ êp by replacing the subscripts of ‖ with ⊥ in
Eq. (3.4) and Eq. (3.5).

Equation (3.4) and Equation (3.5) do not pose limitation on the sign of Ω. If
Ω > 0, the signal is Stokes-shifted from the pump and it experiences a pure gain.
If Ω < 0 the signal is anti-Stokes-shifted and it experiences a pure loss. Similar
to Chapter 2, the former phenomenon is sometimes called stimulated Raman gain
(SRG) and the latter is classified as stimulated Raman loss (SRL).

In most literature, SRS is described with the intensities of the optical fields in-
stead of their spectral densities. In the CW and quasi-CW condition, the linewidth
of the lasers is much narrower than the linewidth of the Raman modes [4]. In
this case, the stimulated Raman gain ḡ‖ and the intensity of the pump beam Ip are
roughly constant within the linewidth of the signal beam ∆ωs. If we integrate both
sides of Eq. (3.4) over the linewidth of the signal beam, ḡ‖Ip can be taken out of
the integral, and we have

dIs
dz

=

∫
∆ωs

ḡ‖IpΛ‖(z) = ḡ‖IpIs. (3.6)

where Is is the intensity of the signal beam. In Chapter 2, we derived the evolution
of the Stokes beam, and it is given by Eq. (2.62). If we take the limitation L → 0

in Eq. (2.62), we can obtain the same equation as Eq. (3.6). It constitutes a piece
of evidence that both derivations are correct.

An added value of the quantum mechanical treatment is that the spontaneous
Raman scattering and stimulated Raman scattering are now connected. Both R
and ḡ are now functions of M‖(|Ω|) and M⊥(|Ω|). In this way, once we know
the spontaneous Raman response of a material, we can immediately estimate its
stimulated response.

3.2 Spontaneous and Stimulated Raman Scattering
in Wave-Guiding Structures

In the previous section, we investigated Raman scattering within a bulk medium
where the optical excitations were taken as plane waves. In this section, we inves-
tigate both spontaneous Raman scattering and SRS in waveguides. The waveguide
confines the optical fields, and the Raman signal is excited and collected by the
guided modes. There exist a primary difference between waveguide-based and
free-space Raman scattering. In a waveguide, only a portion of the optical field
overlaps with the Raman medium. The Raman medium is the bio-cladding for in-
tegrated silicon nitride waveguide, and it is the liquid core for liquid-filled photonic
crystal fibers.
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We assume there are two beams propagating within the waveguide—a pump
beam and a signal beam. Suppose the modes are confined in the xy plane and
propagate along either +z or −z..

We further assume the pump has an optical frequency of ωp, a polarization of
êp and a total optical power Pp. No assumption is made about the propagation
direction of the pump beam. Now for the signal beam at frequency ωs, we can
decompose its polarization to a component parallel to the pump beam ê‖ ‖ êp and
a component perpendicular to the pump beam ê⊥ ⊥ êp. We use Γ‖(z) to denote
the optical power of the part of the signal beam that

(a) propagates along +z,

(b) lies within the range of [ωs, ωs + dωs],

(c) polarizes along the ê‖.

The evolution of Γ‖ within the waveguide is given by

d

dz
Γ‖(z) =

ωs
ωp
R‖Pp︸ ︷︷ ︸

spontaneous

+ g‖Γ‖(z)Pp︸ ︷︷ ︸
stimulated

. (3.7)

The first term on the right-hand side of Eq. (3.7) models spontaneous Raman scat-
tering. In this term, R‖ represents the probability that a pump photon is scattered
within a distance of dz into the signal beam. More precisely, the scattered pho-
ton preserves its original polarization, has an optical frequency within the range of
[ωs, ωs + dωs], and propagates along the +z direction. The second term on the
right-hand side of Eq. (3.7) models SRS. The quantity g‖Pp describes the gain of
the signal beam Γ‖(z) over dz.

The spontaneous Raman gain coefficient R‖, and the stimulated Raman gain
coefficient g‖ are given by

R‖ =
1

8~ε20c2
ωpωs

n(ωp)n(ωs)
h(Ω, T )

∫∫
Raman Region

M‖(|Ω|)|fp|
2|fs|2dxdy,

(3.8)

g‖ =
Ω

|Ω|
π

4~2ε20c
2

ωs
n(ωp)n(ωs)

∫∫
Raman Region

M‖(|Ω|)|fp|
2|fs|2dxdy, (3.9)

where n(ωp), and n(ωs) are the effective indices of the pump beam and the signal
beam, respectively. fp(x, y) and fs(x, y) are the normalized transverse mode pro-
file of the pump and signal beam respectively. The other symbols bear the same
meanings as in Eq. (3.2) and Eq. (3.5).

It is noteworthy that, unlike the results mentioned in the previous section, R⊥
and g⊥ cannot be obtained by simply replacing M‖ with M⊥ in Eq. (3.8) and
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Eq. (3.9). The effective index of the guided modes n(ωs), n(ωp) and their mode
profiles |fp|2, |fs|2 should also be modified accordingly.

One can notice Eq. (3.8) and Eq. (3.9) differ from Eq. (3.5) and Eq. (3.2)
mainly by the integral∫∫

Raman Region

M‖(|Ω|)|fp|
2|fs|2dxdy. (3.10)

In this integral, the Raman response is weighted-averaged by the profile of the
optical beam, which converts the material gain to the modal gain. This integral is
determined by the exact geometry of the waveguides used for Raman sensing. In
the following section, we will discuss in detail the procedure of calculating this
integral for silicon nitride waveguides.

3.3 Introduction to Silicon Nitride Waveguides
Before embarking on the study of coherent Raman spectroscopy enabled by the
silicon nitride platform, we shall briefly review the fundamental properties of the
silicon nitride waveguides.

In this work, we will consider two types of silicon nitride waveguides for Ra-
man sensors: (a) strip waveguides and (b) slot waveguides. The structures of these
two types of waveguides are shown in Fig. 3.3. For both types of waveguides, a
layer of silicon nitride is first deposited on top of a thick silicon dioxide layer. This
silicon dioxide layer is also called the buried oxide (BOX) layer. The waveguides
are then defined with deep-UV lithography and reactive ion-etching (RIE) [12].
In this work, the silicon nitride waveguides are fabricated through imec’s silicon
nitride photonics platform, BioPIX. In this platform, the thickness of the silicon
nitride layer can either be 150 nm, 220 nm or 300 nm. The smallest feature size is
150 nm.

The overall width of the waveguide usually varies from 300 nm to 1500 nm.
The silicon nitride core is under-clad by a thick layer of silicon dioxide (BOX) to
suppress substrate leakage. Because the refractive index of the silicon nitride is
lower than that of silicon, the guided modes tend to be less-confined within the
silicon nitride core. As the silicon is highly absorbing below 1.1 µm, it is essential
to use a thick BOX layer to prevent the guided-mode from leaking into the silicon
substrate.

The structure of a strip waveguide is shown on the left-hand side of Fig. 3.3.
There exist two degrees of freedom in strip waveguides: one can vary the height of
the waveguide h and the width of the waveguide w. The structure of a slot waveg-
uide is shown in the right-hand side of Fig. 3.3. Compared to strip waveguides,
slot waveguides has three degrees of freedom: the height h, the width w, and the
gap size g.
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Figure 3.3: The structure of an air-clad strip waveguide and an air-clad slot waveguide.
The top- and side-cladding of the silicon nitride is totally removed. The waveguide core
sits on a thick layer of buried silicon dioxide (BOX) on the bottom. For strip waveguides,
their dimensions are determined by the height h and the width w. The dimension of slot
waveguides are determined by the height h, the width w, and gap size g.

Both strip and slot waveguides support a collection of modes. By convention,
these supported modes are separated into two categories. If the electric field of a
mode is mainly polarized along the x-direction, then this mode is called a TE mode.
The modes with their electric fields mainly polarized along the y-direction are
classified as TM modes. However, it is important to emphasize that these guided
modes of strip waveguides are not strictly TE- or TM-polarized. They are indeed
hybrid modes. However, the polarization of the guided modes is nearly linear in
a strip waveguide. Therefore they are often referred to as quasi-TE or quasi-TM
modes. For simplicity, we will refer them as TE/TM modes in this thesis.

In this work, we will encounter two different types of silicon nitride deposited
by different processes: low-pressure chemical vapor deposition (LPCVD) and
plasma-enhanced chemical vapor deposition (PECVD) [13]. The properties of
LPCVD silicon nitride and PECVD silicon nitride are summarized in Table 3.1.
In general, the LPCVD silicon nitride has a lower concentration of hydrogen, a
subdued strain, a slightly higher refractive index and a much higher resistance to
hydrofluoric acid (HF). However, LPCVD requires a very high deposition temper-
ature (> 700◦) while PECVD can be carried out in a much milder condition. Be-
sides, although the PECVD silicon nitride has a poorer homogeneity, its properties
can be adjusted over a broad parameter space with different deposition conditions.
It is noteworthy that the waveguides based on both deposition techniques can be
optimized to have a propagation loss as low as 1 dB/cm [14].
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LPCVD PECVD
Deposition Temperature (◦C) 700-800 > 300
Typical deposition pressure Temperature (Pa) 20-70 60-700
Atomic percent of hyrdogen 3-8 10-40
density (g/cm3) 2.9-3.1 2.3-3.1
etch rate in 49% HF at 23 ◦C (nm/min) 8 150-300
etch rate in BHF (nm/min) 0.3-0.6 5-150
refractive index n 1.9-2.4 1.8-2.6
dielectric constant ε 6-7 6-9

Table 3.1: Properties of silicon nitride thin films deposited by PECVD and LPCVD
techniques. This table is taken from Ref. [13].

3.4 Raman Gain Coefficients of Silicon Nitride Waveg-
uides

In this section, we will calculate the Raman gain coefficients of analytes covering
silicon nitride waveguides. The scheme of waveguides used for evanescent Raman
sensing is shown in Fig. 3.4. During Raman sensing, the silicon nitride waveguide
core is side- and top-clad by analytes. In the figure, the analytes are taken to be
liquid, while gas samples can also be probed similarly. The evanescent tail of the
guide mode overlaps with the analyte to excite and collect the Raman signal.

Because the TE modes of the strip waveguides tend to have a lower loss, in
this chapter the pump beam and the signal beam are all taken to be TE-polarized.
In this case, only the parallel gain coefficients R‖ and g‖ are relevant to us.

Figure 3.4: The scheme of evanescent Raman detection on silicon nitride waveguides. The
structures of the waveguide (a) before and (b) after the application of analyte.

3.4.1 Raman Response Function and Scattering Cross-Section

To estimate the correct Raman gain coefficients R‖ and g‖, we should first com-
pute the value of the material response function M‖(|Ω|). Since M‖ is difficult
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to compute from first-principles, we will derive its value from spontaneous Ra-
man scattering experiments. In those experiments, the Raman response is usually
characterized by a quantity called scattering cross-section σ. Our purpose is to
establish a connection between the scattering cross-section σ and the material re-
sponse function M‖(|Ω|) with the help of Eq. (3.1) and Eq. (3.2). We recall from
Chapter 2 that the total Raman scattered power from N molecules is given by

Ps = NIpσ, (3.11)

where Ip is the intensity of the pump beam. For a liquid sample with a volume of
dV = dA dL, the total number of molecules is given by

N =
ρdV NA
Mu

, (3.12)

where Mu is the molar mass of the analytes, ρ is the density of the analyte, NA is
the Avogadro number. The intensity of the pump beam is given by

Ip = Pp
1

dA
. (3.13)

With the help of Eq. (3.13) and Eq. (3.12), and taking into account the propa-
gation direction of the scattered photon, we can rewrite Eq. (3.11) as

Ps = Pp
1

dA

(
dσ

dΦ

)
ρdV NA
Mu

∆Φ, (3.14)

where Ps is the optical power of all the scattered photons that are propagating
within a solid angle of ∆Φ, ∂σ/∂Φ is the differential scattering cross-section of
the analytes.

Comparing Eq. (3.14) to Eq. (3.1), we can see that the spontaneous Raman gain
coefficientR can be obtained by multiplying the spectral density of the differential
Raman scattering cross-section ∂2σ

/
∂ω∂Φ with the number of molecules within

a unit volume

R‖ =
ωp
ωs

(
∂2σ

∂ω∂Φ

)
ρNA
Mu

. (3.15)

It is important to notice that this relation holds only for the scattering cross-section
dσ/dΦ measured with a parallel configuration. That is, the polarization of the
scattered light and the pump should be the same. It can also be designated as
(dσ/dΦ)‖. However, this notation is a bit too complicated, and we will drop the
subscripts of ‖ wherever it does not cause confusions.

Most literature reports the differential Raman scattering cross-section dσ/dΦ

(SI: [meter2(sr)−1]) of a molecules. It can be converted to ∂2σ
/
∂Φ∂ω (SI:

[meter2(sr)−1(rad/s)−1]) by taking into account the lineshape of the Raman mode.
The difference between these two quantities is shown in Fig. 3.5. ∂2σ

/
∂ω∂Φ is
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Figure 3.5: The spectral density of the differential cross-section of Raman scattering
∂2σ

/
∂ω∂Φ is shown as the solid red line in the figure. The differential cross-section of

Raman scattering dσ/dω is obtained by integrating ∂2σ
/
∂ω∂Φ over the whole

spectrum, which is the actually the area of blue zone.

shown as the solid red line in the figure. We have assumed that ∂2σ
/
∂ω∂Φ has

a Lorentzian lineshape. dσ/dΦ can be obtained by integrating the solid line over
the whole frequency range. Its value is equal to the area of the blue zone shown in
Fig. 3.5.

The response function M‖ can now be written as a function of ∂2σ
/
∂ω∂Φ as

M‖(|Ω|) =

(
∂2σ

∂ω∂Φ

)
ρNA
Mu

32π2~ε20c4

ω4
s

n(ωp)

n(ωs)
. (3.16)

In most cases we are only interested in the maximal value ofM‖. If we assume
the Raman mode has a Lorentzian lineshape, the maximal value of M‖ can be
written as a function of dσ/dΦ as

max(M‖) =
2

π∆R

(
dσ

dΦ

)
ρNA
Mu

32π2~ε20c4

ω4
s

n(ωp)

n(ωs)
, (3.17)

where ∆R is the full-width-half-maximum (FWHM) of the Raman peak whose
unit is [rad/s].

In [8], the Raman response function of the glass core of a single mode fiber is
estimated to be

max(M‖,glass) = 1.46× 10−101 C4kg−1m−1(rad/s)−4. (3.18)

It is interesting to do the same exercise for isopropyl alcohol (IPA). Based on
its chemical properties listed in Table 3.2, the maximal value of M‖ for IPA is
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found to be

max(M‖,IPA) = 1.15× 10−100 C4kg−1m−1(rad/s)−4. (3.19)

It suggests that the Raman response of IPA is around 10 times stronger than that
of glasses. One might note that M‖ is proportional to the concentration of the
analytes. The derivation of Eq. (3.16) involves only the number density of analytes
([molecules per meter3]) and we have utilized the fact that the number density of
pure liquid is ρNA/Mu. If we are probing a substance from a mixture, we can
replace ρNA/Mu with the number density of that substance, which apparently is
proportional to its concentration.

paramters values
Molar mass Mu 60.1 g/M
Density ρ 786 kg/m3

Refractive index 1.3776
Raman mode 819 cm−1

Differential cross-section dσ/dΦ 5.8× 10−31 cm2/sr
FWHM of Raman mode 200 GHz
Angular frequency of the Stokes beam ωs 2.25× 1015 rad/s

Table 3.2: Chemical properties of pure isopropyl alcohol (IPA) and the differential
cross-section of Raman scattering for its 819 cm−1 Raman peak.

3.4.2 Effective Index and Confinement Factor

To obtain the Raman response of the analytes, we should average M‖(|Ω|) over
the profile of the pump and the signal beam. Fortunately, the calculation can be
greatly simplified if we make the following observations: Firstly, it is valid to treat
the analyte cladding of the silicon nitride as a homogeneous material. In this case,
the Raman response function M‖(|Ω|) is a constant over the Raman active area.
Therefore, M‖(|Ω|) can be taken out from the integral. Secondly, the signal beam
usually has a similar mode profile as the pump beam. In practice, it is usually not
a bad approximation to treat them as identical. As a result, the integration can be
simplified to∫∫

Raman Region

M‖(|Ω|)|fp|
2|fs|2dxdy = M‖(|Ω|)

∫∫
analytecladding

|f |4dxdy.

(3.20)
To gain an intuitive understanding of this integral, it proves to be useful to

express it as ∫∫
analytecladding

|f |4dxdy =
η

Aeff
. (3.21)
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where the effective mode area Aeff and the confinement factor η are introduced as

1

Aeff
=

∫∫ ∞
−∞
|f |4 dxdy , η =

∫∫
analytecladding

|f |4 dx dy∫∫∞
−∞ |f |4 dx dy

. (3.22)

One can easily verify that Aeff has a dimensional area (SI: [meter2]) and it
characterizes the size of the guided mode. The confinement factor η is dimension-
less and it can be loosely regarded as the percentage of light propagating within
the analyte. Therefore, Eq. (3.21) indicates that the Raman signal is maximized
if the optical field is tightly-confined within a small area and has a large overlap
with the analytes. If we also take into account the effective index of the mode, the
influence of the waveguide geometry on R‖ and g‖ (see Eq. (3.8) and Eq. (3.9))
can be modeled as a new quantity the geometrical coefficient. It is defined as

geometrical coefficient =
1

n(ωp)n(ωs)

η

Aeff
. (3.23)

3.4.2.1 TE polarization

We first have a look at the geometrical coefficient when both pump beam and sig-
nal beam excite the fundamental TE mode of silicon nitride strip waveguides. Fig-
ure 3.6 show the geometrical coefficient of strip waveguides with various widths
and heights. The waveguides are assumed to be covered with pure IPA (n =

1.3776). The refractive of silicon nitirde is assumed to be 1.94 and the refractive
index of the BOX is assumed to be 1.44. It is clear that for a given height, there
exists an optimal width for which the geometrical coefficient is maximized. If the
width is wider than the optimal value, the mode area Aeff increases and confine-
ment factor η decreases. Therefore the overall geometrical coefficient decreases.
If the width of the waveguide is narrower than the optimal value, the optical field
is not adequately guided by the waveguide, which results in a rapid increase of the
mode area Aeff . Although the field has a slightly larger overlap with the analytes,
the overall geometrical coefficient also decreases.

It is proposed that the use of slot waveguides can greatly increase the geo-
metrical coefficient. It is shown in [15] that slotted waveguides are capable of
improving the confinement factor η significantly. In the meanwhile, the optical
field is still tightly-confined within a small area Aeff . In Fig. 3.7 we plot the ge-
ometrical coefficient of a 300-nm-high slot waveguide with a 150 nm gap. The
geometrical coefficient of a 300-nm-high strip waveguide is also shown in Fig. 3.7
for comparison. We observe that the geometrical coefficient is indeed significantly
improved for slot waveguides. For a total width of 800 nm, the slot waveguide is
performing 4-times as good as the strip waveguide. However, it is worth mention-
ing that slot waveguides tend to have a much higher propagation loss. As a result,
the overall Raman signal recorded from a slot waveguide might be even lower
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than that obtained from a strip waveguide. To obtain a strong Raman signal, one
should consider carefully the trade-off between waveguide loss and geometrical
coefficient.

Figure 3.6: The geometrical cofficient of the fundamental TE mode of strip waveguides at
various heights and widths available in BioPIX.

3.4.2.2 TM polarization

Now we assume both pump beam and signal beam couple to the fundamental
TM mode of waveguides. Figure 3.8 shows the geometrical coefficient of strip
waveguides at various widths and heights.

One can quickly notice that in the same geometry, the geometrical coefficient
of the fundamental TM mode is about twice as large as the fundamental TE mode.
A closer inspection of the mode profile suggests that although the effective area
Aeff are comparable for both TM and TE modes, the TM mode has a more exten-
sive overlap with the analytes. We can also learn from Fig. 3.8 that there exists
an optimal width at which the geometrical coefficient is maximized. Similar to
our previous discussion for TE modes, the optimized width is determined by the
trade-off between the confinement factor η and the effective area Aeff .

Figure 3.9 compares the geometrical coefficient of a slot waveguide and a
strip waveguide. The gap of the slot waveguide is 150 nm wide. We can see a
slot waveguide can also significantly enhance the geometrical coefficient for TM
modes. However, the improvement is not as significant as its TE counterpart. For
a total width of 800 nm, the slot waveguide has a geometrical coefficient 2-times
as large as the strip waveguide.

It is noteworthy that although the fundamental TM mode has a larger geomet-
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Figure 3.7: The comparison of the geometrical coefficient of the fundamental TE mode of
a slot waveguide with a 150 nm slot and a strip waveguide.

rical coefficient, it typically has also a larger propagation loss [14]. As a result, the
TM mode does not always manifest better performance than the TE mode.

3.4.3 Numerical Value of the Raman Gain Coefficients on Sili-
con Nitride Waveguides

The waveguide-based Raman gain coefficients can be now be rewritten with Aeff

and η. They become

R‖ =
1

8~ε20c2
ωpωs

n(ωp)n(ωs)
h(Ω, T )M‖(|Ω|)

η

Aeff
, (3.24)

g‖ =
Ω

|Ω|
π

4~2ε20c
2

ωs
n(ωp)n(ωs)

M‖(|Ω|)
η

Aeff
. (3.25)

In the previous sections, we have already studied the material response func-
tion of the Raman analyte M‖ for liquid analyte. We have also studied the geo-
metrical coefficient of the waveguide η/(n(ωp)n(ωs)Aeff). It is now a good time
to give an numerical estimation of the gain coefficients R‖ and g‖.

3.4.3.1 Spontaneous Raman Gain Coefficient

Suppose we are probing pure IPA with the evanescent field and suppose the prop-
erties of the waveguide and Raman interactions listed in Table 3.3, the maximal
value of the spontaneous Raman gain coefficient R‖ is estimated to be

max(R‖) = 3.1× 10−20 m−1(rad/s)−1. (3.26)
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Figure 3.8: The geometrical cofficient of the fundamental TM mode of strip waveguides
with different width and heights.

In practice we are more concerned with the Raman scattered power over one
Raman mode instead of the spectral density of Raman scatter power. In this case,
the evolution of the signal beam is usually rewritten as

∂

∂z
Ps(z) = G‖Pp, (3.27)

where Ps is the Raman scattered power over the whole Raman mode. The sponta-
neous Raman gain coefficient G‖ for Ps is defined as

G‖ =

∫ ∞
−∞

RdΩ =
ωs
ωp

1

8~ε20c2
ωpωs

n(ωp)n(ωs)
h(Ω, T )

η

Aeff

∫ ∞
−∞

M‖(|Ω|)dΩ.

(3.28)
Suppose we are probing pure IPA with a guided mode whose properties are

shown in Table 3.3, the gain coefficient G‖ is given by

G‖ = 6.2× 10−10 cm−1. (3.29)

Here the properties of the analytes are also given in Table 3.3.

3.4.3.2 Stimulated Raman Gain Coefficient

Based on Eq. (3.25), we can also estimate the maximal stimulated Raman gain
coefficient g‖. With the parameters shown in Table 3.3, we have

max(g‖) = 0.37 m−1 W−1. (3.30)
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Figure 3.9: Comparison of the geometrical coefficient of the fundamental TM mode of a
slot waveguide with a 150 nm gap and a strip waveguide.

Suppose we are using CW or quasi-CW lasers, the linewidth of signal beam
∆ω will be much narrower than the Raman linewidth ∆R. In this case, it is reason-
able to assume the stimulated Raman gain g‖ is constant over the laser linewidth
∆ω . If we integrate both sides of Eq. (3.7) over the laser linewidth ∆ω , we have

dPs
dz

= g‖PpPs. (3.31)

Here Ps and Pp denotes the optical power of the injected signal beam and pump
beam.

In some literatures [16], the pump and signal beams are also characterized by
the optical intensity. The process of SRS is described accordingly as

dIs
dz

= gIIpIs, (3.32)

where Ip and I are the intensity of the pump and signal beams respectively.
These two definition of stimulated Raman gain coefficients can be connected

with gI = g‖Aeff . For the IPA cladding, the maximal value of gI is given by

max(gI) = max(g‖)Aeff = 10−13 m W−1. (3.33)

3.4.3.3 Relation Between the Spontaneous and Stimulated Raman Gain Co-
efficients

Considerable work has been done for waveguide-enabled spontaneous Raman scat-
tering by Ashim Dhakal [5]. He has studied the spontaneous Raman gain coeffi-



3-20 CHAPTER 3

paramters values
Waveguide height h 300 nm
Waveguide width w 700 nm
Refractive index of SiN 1.8987
Refractive index of IPA 1.3776
Pump wavelength 785 nm
Molar mass of IPA Mu 60.1 g/M
Density of IPA ρ 786 kg/m3

Raman mode 819 cm−1

Differential cross-section dσ/dΦ 5.8× 10−31 cm2/sr
lineshape Lorentzian
FWHM of Raman mode 200 GHz
Effective area Aeff 0.280 µm2

Confinement factor η 0.14

Table 3.3: The parameters used for estimating the obtainable signal power of spontaneous
Raman scattering. The upper half of the table are the raw parameters and the second half
are the geometry-relevant parameters obtained with 2D FDTD simulations by
FIMMWAVE.

cient G‖ for various types of waveguides over a miscellaneous of material plat-
forms. Therefore, it will be convenient to have an equation to convert the sponta-
neous gain coefficient G‖ to the stimulated gain coefficient (max(g‖)). It we as-
sume the Raman response has a Lorentzian lineshape, we can derive from Eq. (3.8)
and Eq. (3.9) that

G‖

max(g‖)
= h(Ω, T )

~ωp
2πmax(M‖)

∫ ∞
−∞

M‖dΩ =
~ωp

4
h(Ω, T )∆R, (3.34)

where ∆R is the full-width-half-maximum of the Raman response. At room tem-
perature, h(Ω, T ) is close to unity. Suppose ∆R = 2π × 300 GHz and ~ωp =

1.55 eV, the ratio bewteen G‖ and max(g‖) is

max(g‖) ≈ 107 ×G‖. (3.35)

Here the dimension of g‖ is [1/(m W)] and the dimension of G‖ is [1/m]. This re-
lation is very handy in estimating the stimulated gain coefficient from spontaneous
results.

3.5 Propagation of Raman Signal in Waveguides

In the previous section, we have obtained the spontaneous Raman gain coefficient
R‖, and the stimulated Raman gain coefficient g‖. In this section, with the help of
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R‖ and g‖, we will derive the evolution of the signal beam under various experi-
mental configurations. In principle, we should take into account the propagation
loss, nonlinear loss, Kerr effect, free carrier effect and dispersive effects to give
a complete description of the signal beam. Fortunately, in the CW or quasi-CW
regime, only the propagation loss should be explicitly considered.

3.5.1 Spontaneous Raman Scattering in Waveguide

We begin with the spontaneous Raman scattering. We assume the waveguide ex-
tends along the z axis. The pump beam is coupled into the waveguide at z = 0,
and it is propagating along the +z direction. The pump beam will be scattered
to both +z and −z direction as shown in Fig. 3.10. The scattered beam propa-
gating along +z is called the forward-collected signal and that along −z is called
the backward-collected signal. Although the forward-collected and the backward-
collected signal enjoys the same Raman gain coefficient G‖, the optical power
collected at opposite end-facets might be different due to waveguide loss. We will
consider (a) the forward-collected and the (b) backward-collected Raman signals
separately.

Figure 3.10: Two configurations of waveguide-based spontaneous Raman experiments. (a)
Forward collection. We collect the scattered light propagates along +z direction. (b)
Backward collection. We collect the scattered light propagates along −z direction.

3.5.1.1 Forward Collection

In the forward-collection configuration, the pump beam is propagating along +z.
We are collecting the signal beam propagating along the same direction of the
pump. In this case, the evolution of the signal beam is dictated by

dPs
dz

= G‖Pp(z)− αsPs(z), (3.36)

where αs is the linear propagation loss for the signal beam and G‖ is the spon-
taneous Raman gain. Due to the weakness of Raman interaction, we can safely
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ignore the Raman-induced loss on the pump beam. Therefore the evolution of the
pump beam is given by Pp(z) = Pp(0)e−αpz where αp is the propagation loss for
the pump beam. Taking into account the boundary condition that no signal beam
is injected into the waveguide at z = 0, we obtain the evolution of the signal beam
as

Ps(z) = G‖
1− e−(αs−αp)z

αs − αp
Pp(0)e−αpz. (3.37)

If we further assume the signal beam and the pump beam are experiencing the
same propagation loss αp = αs = α, the optical power of the signal beam leaving
the facet at z = L is given by

Ps(L) = G‖Pp(0)Le−αL (3.38)

3.5.1.2 Backward Collection

In the configuration of backward-collection, the pump beam is propagating along
the +z direction while the signal beam is propagating along the −z direction. The
equation governing the evolution of the signal power is obtained by replacing z
with −z in Eq. (3.36) and it is given by

dPs
dz

= −G‖Pp(z) + αsPs(z). (3.39)

Considering the boundary condition that no signal beam is injected into the waveg-
uide at z = L, we have Ps(L) = 0. The optical power of the signal beam leaving
the end-facet at z = 0 is given by

Ps(0) = G‖Pp(0)
1− e−L(αp+αs)

αp + αs
. (3.40)

This result can be simplified if αp = αs = α, which is

Ps(0) = G‖Pp(0)
1− e−2αL

2α
. (3.41)

Comparing Eq. (3.41) with Eq. (3.38), we notice the optical power of the
backward-collected signal and the forward-collected signal have different behav-
ior. Suppose the waveguide loss is α = 2 dB/cm, we plot the evolution of the
backward-collected and the forward-collected signals in Fig. 3.11 with the length
of waveguide L. We can immediately notice two features:

1. The optical power of the backward-collected signal increases monotonously
with increasing waveguide length. However, there exists an optimal length
for the forward-collected spontaneous Raman scattering experiments. The
optical power of the forward-collected signal beam will first increase. After
it reaches its peak value, it gradually decrease.
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2. The maximal detectable optical power of the backward-collected signal is
slightly higher than the maximal forward-collected signal.

We can see that it is almost always advantageous to collect the backward propa-
gating signal if it is permitted by experimental conditions. However, if the length
of the waveguide is shorter than the optimal length of the forward-collected con-
figuration, the optical power for both configurations are almost identical and one
can choose freely either of the configurations.

Figure 3.11: The evolution of the Stokes power in the backward-collection and
forward-collection configurations.

3.5.2 Stimulated Raman Scattering in Waveguides

Now we have a look at the evolution of SRS in waveguides, where two lasers
are coupled into the waveguides. Suppose the signal beam is coupled into the
waveguide at z = 0 and it is propagating along +z. The SRS can take place with
two different configurations as shown in Fig. 3.12. (a) In the first scenario, the
pump beam is also coupled into the waveguide at z = 0, and it is propagating
along +z. It is classified as the co-propagating configuration. (b) We can also
couple the pump into the waveguide at z = L. It is referred to as the counter-
propagating configuration.

3.5.2.1 Co-Propagating Stimulated Raman Scattering

In the co-propagating configuration, the evolution of the signal beam is governed
by

dPs
dz

= g‖Ps(z)Pp(z)− αsPs(z), (3.42)
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Figure 3.12: Two configurations of waveguide-enabled SRS experiments. (a) In the
co-propagating SRS, both pump and signal beams are propagating along the +z direction.
(b) In the counter-propagating configuration, the signal beam is propagating along the +z
direction while the pump is along the −z direction.

where αs is the waveguide loss of the pump beam. In practical experimental
conditions, it is valid to assume the Raman-induced loss on the pump is negli-
gible. Therefore the evolution of the pump beam can also be written as Pp(z) =

Pp(0)e−αpz , where αp is the waveguide loss of the pump beam. In this case, the
evolution of the signal beam can be solved analytically as

Ps(z) = Ps(0) exp

(
g‖Pp(0)

1− e−αpz

αp
− αsz

)
. (3.43)

The optical power of the signal beam leaving the waveguide at z = L is given by

Ps(L) = Ps(0) exp
(
g‖Pp(0)Leff − αsL

)
, (3.44)

where effective length Leff is introduced as

Leff =
1− e−αpL

αp
. (3.45)

3.5.2.2 Counter-Propagating Stimulated Raman Scattering

In the counter-propagating configuration, we assume that the signal beam is still
injected into the waveguide at z = 0. The pump beam, however, is coupled into
the waveguide at z = L. Ignoring the Raman-induced loss on the pump, we have

Pp(z) = Pp(L)e−αp(L−z),
dPs
dz

= g‖Ps(z)Pp(z)− αsPs(z). (3.46)

The evolution of the optical power of the signal beam Ps(z) can be solved analyt-
ically, and it is given by

Ps(z) = Ps(0) exp

(
g‖Pp(L)

e−αpL(eαpz − 1)

αp
− αsz

)
. (3.47)
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At the output facet at z = L, the optical power of the signal beam is then

Ps(L) = Ps(0) exp
(
g‖Pp(L)Leff − αsL

)
, (3.48)

where the definition of effective length is given in Eq. (3.45). Unlike spontaneous
Raman scattering, we can immediately notice that the signal beam experiences
the same amplification in both co-propagating and counter-propagating configura-
tions. It suggests that we can choose the configuration that is easier to implement.
Note that this conclusion might not be valid when Kerr nonlinearity, carrier effect,
and nonlinear losses are taken into account. If we take into account these nonlin-
ear effects, it has been shown in a silicon waveguide [17] that the signal beam in
co-propagating configuration can have a slightly higher intensity.

Due to the weakness of the Raman effect, the power of the signal beam can be
approximated as

Ps(L) = Ps(0)(1 + g‖Pp(L)Leff) exp(−αsL)

= Ps(0) exp(−αsL) + Ps(0)g‖Pp(L)Leff exp(−αsL). (3.49)

Here we utilize the relation that exp(x) ≈ 1 + x for x → 0. Eq. (3.49) sug-
gests that the signal beam leaving the waveguide can be viewed as a summation
of two components. Only the second term on the right-hand side contains Raman
information embedded in g‖. This situation is different from spontaneous Raman
scattering in Eq. (3.38) and Eq. (3.41). In spontaneous Raman scattering, all the
photons at the shifted frequencies carry Raman information. As we will discuss
in Chapter 5, the Raman-independent component in the SRS experiments proves
to be quite detrimental. We have to take care to separate the Raman-independent
component from the Raman-dependent one.

3.6 Conclusion
In this chapter, we re-introduced spontaneous Raman scattering and SRS from a
quantum perspective. We first examined the Raman scattering in a bulk medium.
Later the treatment is extended to waveguides. We studied theoretically and nu-
merically the spontaneous and stimulated Raman gain coefficients G‖, g‖ of IPA-
clad silicon nitride waveguides. We also examined various experimental configu-
rations. For waveguide-enabled spontaneous Raman scattering, we concluded it is
always advantageous to collect the backward-propagating signal if it is allowed by
experimental conditions. In the case of SRS, however, the signal beam experiences
the same amplification in counter-propagating and co-propagating configurations.
Therefore we can choose the either of the configuration based on experimental
conditions.
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4
From Coherent Anti-stokes Raman

Spectroscopy to Supercontinuum
Generation

In Chapter 1 we mentioned that waveguides could significantly increase the in-
teraction volume between optical fields and analytes, which leads to an enhanced
Raman signal. In Chapter 2, we suggested that the Raman signal can also be dra-
matically enhanced by exciting the molecules with two laser beams coherently. In
Chapter 3 we had a closer inspection of stimulated Raman scattering (SRS) and
drew a connection between waveguide-based SRS and waveguide-based sponta-
neous Raman scattering. Since waveguide-based spontaneous Raman spectroscopy
has been investigated on dielectric waveguides and plasmonic structures [1, 2],
Chapter 3 provides a solid theoretical foundation to study waveguide-based SRS.

Starting from this chapter, we will investigate if we can leverage both wave-
guiding enhancement and coherent excitation signal enhancement mechanisms si-
multaneously on an integrated silicon nitride platform. The first part of this chapter
is devoted to coherent anti-Stokes Raman spectroscopy (CARS). We will show that
silicon nitride waveguides possess strong chromatic dispersion over the therapeu-
tic window (700 nm to 900 nm). This dispersion make it infeasible to produce the
anti-Stokes component efficiently over a broad spectral range. In waveguide-based
CARS, we can only choose strong CARS signals or broadband operation. This
trade-off considerably limits the applicability of waveguide-based CARS tech-
nique. We believe new waveguide designs and experimental configurations are
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needed before we can demonstrate CARS on a silicon nitride waveguide, which is
unfortunately beyond the scope of this thesis.

Although the quest for on-chip CARS is not successful, our study on the chro-
matic dispersion of silicon nitride waveguides opens up new potential for silicon
nitride nonlinear optics. Based on the Kerr nonlinearity of a silicon nitride waveg-
uide itself, a wealth of nonlinear optical phenomena are enabled. Supercontinuum
generation (SCG) pumped below 1 µm is one of the examples. SCG on silicon
nitride waveguides provides us with a unique opportunity to deliver an integrated,
broadband, and high-brightness source for integrated biophotonic applications and
precise metrology. In the second part of this chapter, we shift our focus from
CARS to SCG. We first introduce the underlying mechanisms of SCG on a silicon
nitride waveguide with the help of the nonlinear Schrödinger equation (NLSE). We
show that dispersion-engineered silicon nitride waveguides that possess anomalous
group velocity dispersion below 800 nm are suitable for SCG extending to the blue
range of the visible spectrum. Using a 100 fs pulse laser, we then demonstrate for
the first time an octave-spanning supercontinuum covering the visible-to-near-IR
spectral range in a 1-cm-long dispersion-engineered waveguide.

4.1 Phase-Matching Condition for CARS in Silicon
Nitride Waveguides

We showed at the end of Chapter 2 that the intensity of the newly generated anti-
Stokes component I(ωas) is related to the wave-vector mismatch ∆k as

I(ωas) ∝ sinc2

(
∆kL

2

)
, (4.1)

where ∆k = ∆k · ẑ = (2kp − ks − kas) · ẑ. Ideally, we expect to operate at the
situation the wave-vector mismatch vanishes ∆k = 0. However, the perfect phase-
matching is not always necessary, and the requirement of ∆k = 0 can actually be
relaxed. It is clear from Eq. (4.1) that the anti-Stokes component can be generated
efficiently when the wave-vector mismatch is small enough ∆k ≈ 0.

To quantify the impact of wave-vector mismatch on phase-mismatch, it is con-
venient to introduce a new parameter called coherence length Lcol. The coherence
length is customarily defined as Lcol = 2π/∆κ, where ∆κ is the maximal mis-
match that can be tolerated. It is important to emphasize that the exact value of
∆κ varies for different applications. In CARS, it is desirable to have a certain level
of flatness in the recorded anti-Stokes spectrum. Otherwise, it is troublesome to
extract the Raman information. As a result, not without arbitrariness, we require
the anti-Stokes component to stay within the full-width-half-maximum (FWHM)
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of the sinc2 function. In this case, we have

sinc2 ∆kL

2
> 0.5,

⇒ Lcol,CARS =
2.78

∆κ
. (4.2)

In the study of the phase-matching condition, it proves to be rather cumber-
some to keep track of ∆k as a summation of three different wave-vectors. To
handle the phase-mismatch more efficiently, we expand the wave-vectors of the
anti-Stokes beam and the Stokes beam as Taylor series at the pump frequency
ω = ωp. They are given by

k(ωs) = k(ωp) + β1(ωs − ωp) +
β2

2
(ωs − ωp)2 + · · · , (4.3)

k(ωas) = k(ωp) + β1(ωas − ωp) +
β2

2
(ωas − ωp)2 + · · · , (4.4)

where βi is the i-th order chromatic dispersion of k at the pump frequency and it
is given by βi = ∂ik

/
∂ωi . We soon notice that β1 and β2 are actually relevant to

the group velocity and the group velocity dispersion at the pump frequency

β1 =
∂k

∂ω

∣∣∣∣
ω=ωp

=
1

vg(ωp)
, (4.5)

β2 =
∂2k

∂ω2

∣∣∣∣
ω=ωp

=
∂

∂ω

1

vg(ωp)
. (4.6)

Inserting Eq. (4.3) and Eq. (4.4) into the definition of ∆k, we can express the
wave-vector mismatch as a function of chromatic dispersion as

−∆k = β2∆ω2 +
β4

12
∆ω4 + higher-order terms, (4.7)

where we have used the relation ωas − ωp = ωp − ωs = ∆ω. In a first approx-
imation, we assume the dispersive property of a waveguide is mostly determined
by β2∆ω2. In this case, the coherence length of CARS is given by

Lcol,CARS =
2.78

|β2|∆ω2
. (4.8)

Apparently the coherence length is related to the group velocity dispersion β2

and the frequency of the Raman mode ∆ω. In practice, most Raman modes with
bio-significance fall within the range from 500 cm−1 to 1500 cm−1 (or 15 THz

to 45 THz). In order to record the CARS signal over the entire range, Eq. (4.8)
indicates that the group velocity dispersion of a 1-cm-long waveguide at the pump
frequency ωp should be smaller than

|β2|max =
2.78

LWG ×∆ω2
=

2.78

1 cm× (2π × 45 THz)
2 = 3.5 ps2/km. (4.9)
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4.2 Group Velocity Dispersion of Silicon Nitride Waveg-
uides

We learned from the previous section that efficient CARS requires small group
velocity dispersion at the pump frequency. The waveguide can have either normal
dispersion or anomalous dispersion yet the absolute value of the group velocity
dispersion β2 should be smaller than 3.5 ps2/km. In deriving this number, we
assume the waveguide is 1 cm long, and the furthermost Raman mode locates at
1500 cm−1. In this section, we will investigate if this requirement can be fulfilled
in silicon nitride waveguides.

To estimate the overall group velocity dispersion of a silicon nitride waveguide,
we should take into account both material dispersion and geometry dispersion. (a)
The refractive indices of dielectric materials vary with wavelengths n(ω), and this
variation causes the group velocity to change. Therefore we expect dielectric ma-
terials themselves exhibit group velocity dispersion. This type of group velocity
dispersion is an intrinsic property of materials and it is classified as material dis-
persion. (b) The wave-guiding effect can also induce group velocity dispersion.
This effect can be easily understood for single-mode waveguides. In a single-mode
waveguide, optical beams with different wavelengths usually have distinct mode
profiles. As the waveguide cladding has a lower refractive index than the core,
different mode profiles result in a varying effective indices. Since the effective in-
dex characterizes the phase velocity of a guided mode, this wavelength-dependent
phase velocity will, in turn, induce a change in the group velocity. Because the
geometry of the waveguide determines this type of group velocity dispersion, it
is called geometry dispersion. Sometimes this dispersion is also called waveguide
dispersion, highlighting that this dispersion is a result of the wave-guiding effect.
It is imaginable that a small variation in the geometry of a high-index-contrast
waveguide can significantly modify the mode profile of a guided mode and induce
substantial geometry dispersion.

Apart from β2, another quantity, D, is also commonly used to characterize the
group velocity dispersion in the literature. The definition of D is given by

D = −2πc

λ2

∂2k

∂ω2
= −2πc

λ2
β2. (4.10)

Unfortunately, the numerical values of D and β2 have opposite signs. In order to
avoid confusion, the terminology of normal and anomalous dispersion are widely
used. Normal dispersion means D < 0 (or β2 > 0) while anomalous dispersion
means D > 0 (or β2 < 0). The requirement of |β2| < 3.5 ps2/km corresponds
to |D| < 10 ps/(nm km) at 800 nm. In this work, we will use β2, and it has a
dimension of [s2/m].
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4.2.1 Material Dispersion of Silicon Nitride

Let us first have a look at the material dispersion of silicon nitride. We knew
in Chapter 3 that silicon nitride thin films can be deposited via either plasma-
enhanced chemical vapor deposition (PECVD) or low-pressure chemical vapor
deposition (LPCVD). Figure 4.1 shows the material dispersion β2,M of bulk silicon
nitride deposited through LPCVD and PECVD processes. Both types of silicon
nitride are taken from the batch of BioSiN2 of the BioPIX platform. To obtain the
group velocity dispersion, we first measure the refractive index of a 300-nm-thick
silicon nitride thin film with a commercial ellipsometer. The spectral variation of
refractive index n(ω) is then fitted with a 6-order polynomial. The group velocity
dispersion is derived from this polynomial. It is clear that both types of silicon
nitride exhibit strong normal dispersion (β2,M > 100 ps2/km) from 550 nm to
1200 nm. Since the material dispersion is much stronger than the desired overall
dispersion (|β2| < 3.5 ps2/km), the material dispersion should be balanced by the
waveguide dispersion.

It is noteworthy that LPCVD silicon nitride has weaker group velocity disper-
sion over the range from 500 nm to 1200 nm. Besides, the LPCVD nitride has
a slightly higher refractive index. This increased refractive index make it slightly
easier for us to obtain anomalous dispersion in LPCVD silicon nitride waveguides.
As a result, we will focus on this type of nitride for the rest of this chapter.

We should also point out that a silicon nitride thin film tends to crack when it
gets thicker than 400 nm [3] due to strain. Although thicker silicon nitride layers
are available with special treatments [3, 4], in this work the thickness of silicon
nitride is limited below 300 nm. We are limited by the fabrication infrastructure
accessible to us.

4.2.2 Waveguide Dispersion of Silicon Nitride Waveguides

In this section, we will investigate the waveguide dispersion for typical silicon
nitride waveguides. It is important to emphasize that, unless explicitly mentioned,
the material dispersion of silicon nitride and silicon dioxide have already been
taken into account in all the results presented in the rest of this chapter.

We first investigate the waveguide dispersion of strip waveguides. The struc-
ture of a strip waveguide is shown in Fig. 3.3. In Fig. 4.2, we show the group
velocity dispersion of strip waveguides at various heights h. We sweep h from
200 nm to 500 nm by steps of 50 nm. The width of the waveguide is fixed to
800 nm. In Fig. 4.2, a thinner waveguide has a darker color. The group velocity
dispersion of both TE (left) and TM (right) modes is shown in this figure. We can
see that a thicker (lighter color) silicon nitride core always contributes to anoma-
lous dispersion for both modes. At small h, both modes possess strong normal dis-
persion, while the dispersion of the TM mode is much stronger. When the waveg-
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Figure 4.1: The material dispersion β2,M for silicon nitride deposited by PECVD and
LPCVD techniques. We can see for this specific batch of silicon nitride (BioSiN2), the one
deposited by LPCVD has much weaker normal dispersion.

uide core gets thicker, both modes exhibit anomalous group velocity dispersion
for wavelengths above 850 nm, and the dispersion of both modes is comparable.
Therefore, it is evident that we should go for thick silicon nitride to mitigate the
problem of phase-mismatch. The thickest silicon nitride accessible in the BioPIX
platform is 300 nm. With this thickness, we can reduce the absolute value of the
group velocity dispersion.

We then investigate the impact of the waveguide width w. We fix the height of
the waveguide to 300 nm and sweep the width of the waveguide w from 400 nm

to 1000 nm with a step of 100 nm. The result is shown in Fig. 4.3. In this figure,
we show the dispersion of the TE (left) and the TM modes (right). In this figure, a
narrower waveguide has a darker color in the figure.

The first thing we notice is that the TM mode always possesses substantial
normal dispersion and the value of this dispersion decreases monotonously with
increasing waveguide widths w. The situation of the TE mode is a bit more
complicated. Taking λ = 785 nm for example, the group velocity dispersion
first decreases and then increases with increasing w. The minimal dispersion at
λ = 785 nm is obtained when w is around 500 nm. However, it is also clear that
we cannot engineer the waveguide to possess small dispersion that its absolute
value is lower than 3.5 ps2/km for wavelength below 960 nm.

We have explained in Chapter 1 that most modern Raman spectroscopes utilize
excitations at 785 nm, and we do not want to deviate too much from this wave-
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Figure 4.2: The group velocity dispersion of both TE (left) and TM (right) modes of
silicon nitride strip waveguides of different heights. The height of the waveguide h varies
from 200 nm to 500 nm by steps of 50 nm. The width of the waveguide is fixed to
800 nm. A thinner waveguide has a darker color in the figure.
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Figure 4.3: The group velocity dispersion of both TE (left) and TM (right) modes in
silicon nitride strip waveguides of different widths. The width of the waveguide w varies
from 400 nm to 1000 nm by a step of 100 nm. The height of the waveguide is fixed to
300 nm. A narrower waveguide has a darker color in the figure.
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length. However, Figure 4.2 and Figure 4.3 indicate that we cannot engineer the
waveguide to possess the desired small dispersion around this wavelength. Fortu-
nately, it has been predicted and demonstrated in Ref. [5, 6] that suspended waveg-
uides might help us to obtain small dispersion at short wavelengths. Inspired by
these works, we investigate the impact of underetching on dispersion. The results
are shown in Fig. 4.4. Here we consider only the TE mode. We show the disper-
sion of three different types of waveguides: (a) a normal strip waveguide that is
underclad with a buried oxide (BOX) layer, (b) a strip waveguide with parts of its
BOX layer removed and (c) a fully suspended strip waveguide with all of its BOX
layer removed. We assume the width of the waveguide is 550 nm and the thickness
is 300 nm. The first thing we notice in Fig. 4.4 is that that a fully suspended strip
waveguide (type (c)) has anomalous dispersion over the whole frequency range
from 600 nm to 900 nm while a normal strip waveguide (type (a)) has normal dis-
persion over the same frequency range. Therefore, it is not surprising that gradual
removal of the under-cladding pushes the group velocity dispersion from the nor-
mal regime to the anomalous regime. It is clear from Fig. 4.4 that if we remove
120 nm of the BOX layer on both sides of the waveguide, we can have relatively
low dispersion around 785 nm. Indeed, it is possible to obtain arbitrarily small
group velocity dispersion over the whole frequency range from 600 nm to 900 nm

by removing its BOX layer gradually. Therefore we can indeed perform CARS
with this types of underetched waveguides.

In the previous discussion, we have mostly focused on air-clad waveguides. It
is noteworthy that Raman spectroscopy is commonly utilized to probe bio-relevant
samples. Since a large number of bio-samples either exist in a liquid environment
or are themselves liquids, it is essential for our Raman sensor to be compatible
with liquids. Without loss of generality, we assume that the samples are dissolved
in water. In this case, the silicon nitride waveguide is top- and side-covered with
water, whose refractive index is 1.3.

The group velocity dispersion of the TE mode of water-clad samples is shown
in Fig. 4.5. In this case, underetching is not able to bring the group velocity dis-
persion into the anomalous regime. Both waveguides possess strong normal dis-
persion over the whole therapeutic window from 700 nm to 900 nm. It suggests
that we cannot obtain group velocity dispersion below 150 ps2/km waveguides
accessible via BioPIX when they are covered with water.

The results shown in Fig. 4.4 and Fig. 4.5 indicate that we can indeed engineer
β2 to an arbitrarily small number around 785 nm if the waveguides are air-clad.
As a result, if we consider only β2 in the phase-matching condition, we can indeed
perform CARS experiment in a 1-cm-long waveguide to probe Raman modes up
to 45 THz for gas samples whose refractive indices are close to unity. However,
for liquid-clad waveguides, a broadband CARS operation can only be achieved
in much-shorter waveguides. This restriction on length will inevitably limit the
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Figure 4.4: The group velocity dispersion of the TE mode in three different waveguide
designs. (a) A conventional silicon nitride strip waveguides that is side- and top-clad with
air and under-clad with silicon dioxide. (b) Two strip waveguides with 120 nm (blue solid)
and 180 nm (red solid) of their BOX layer etched away. (c) A fully suspended strip
waveguides with all of its BOX layer removed.

0.55 μm

300 nm

Si

SiO2 3 μm

Si3N4

water

0.55 μm

300 nm Si3N4

water

Figure 4.5: The group velocity dispersion of the TE mode of water-clad waveguides with
(blue curve) and without (red curve) the BOX layer.
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achievable signal intensity. Since an important motivation of waveguide-based
Raman sensing is to enhance the signal by the wave-guiding effect, it is unwise to
pose limitations on the waveguide length.

increase

TE

w

TE

increaseh

h = 300 nm w = 800 nm

Figure 4.6: The group velocity dispersion of the TE mode of slot waveguides with
different widths and heights. (Left) The waveguide width w varies from 600 nm to 1.3 µm
with a resolution of 100 nm. The height is fixed to 300 nm and the slot gap is 150 nm. A
darker color implies a narrower waveguide. (Right) The height h sweeps from 200 nm to
800 nm with a resolution of 100 nm. The width is fixed to 800 nm and the slot gap is
150 nm. A darker color implies a thinner waveguide.

To conclude this section, we would like to take a look at the group velocity
dispersion of slot waveguides shown in Fig. 3.3. For the vertical slot waveguides
we consider in this thesis, the electric field of the TE mode is highly confined
within the slot region of the waveguide, which leads to an enhanced light-matter
interaction and therefore a stronger Raman signal. To benefit from this E-field
enhancement, we will consider only the TE mode in this section. Figure 4.6 shows
the group velocity dispersion of slot waveguides with various widths and heights.
It is important to note that the width of the slot g (see Fig. 3.3 and Fig. 4.7) of these
waveguides is assumed to be 150 nm, which is limited by the fabrication processes
accessible to us.

On the left-hand side of Fig. 4.6, the height of the slot waveguides is fixed
to 300 nm. The width of the waveguide is scanned from 600 nm to 1.3 µm with
a resolution of 100 nm. We can see that a wider waveguide tends to have weaker
normal group velocity dispersion. However, for a fixed height of 300 nm the group
velocity dispersion is always very strong (> 250 ps2/km) if we are pumping at
785 nm. On the right-hand side of Fig. 4.6, the width of the slot waveguides is fixed
to 800 nm. We sweep the height of the waveguide from 200 nm to 800 nm with a
resolution of 100 nm. It is clear that a thicker waveguide has weaker dispersion,
yet it is also very strong (> 250 ps2/km) around 785 nm. Therefore, it is ill-
advised to use slot waveguides for CARS. Although the optical field has more
extensive overlap with analytes, the interaction length within slot waveguides is
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Figure 4.7: (Left) The group velocity dispersion of both TE and TM modes of a slot
waveguide and a strip waveguide. (Right) The structure of the slot and the strip waveguide.

In Fig. 4.7, we compare the group velocity dispersion of a typical slot waveg-
uide and a strip waveguide. We can quickly notice that both modes of the slot
waveguide have a much stronger normal distribution than their strip counterparts.
As a result, if the waveguide length is the fixed, slot waveguides have a much-
reduced CARS bandwidth as compared to strip waveguides. It reaffirms that slot
waveguides should not be considered for CARS applications.

4.2.3 Impact of Higher-Order Dispersion

In the previous discussion, we have only considered the group velocity dispersion
β2 explicitly. We show that the group velocity dispersion of underetched strip
waveguides can be reduced to zero. It is then tempted to think that CARS can
be performed over an infinite bandwidth. However, we should point out that the
contribution of higher-order dispersion (β4, β6, · · · ) cannot be ignored when β2

vanishes. The higher-order dispersion will limit the CARS bandwidth when we are
pumping close to the wavelengths where β2 vanishes. In the literature of nonlinear
optics [7], these wavelengths where β2 vanishes are also called zero-dispersion
wavelengths (ZDWs). The higher-order dispersion might also help suppress β2 if
the waveguide is properly design [8, 9]. In this section, we will investigate the
CARS bandwidth with the higher-order dispersion taken into account.

To illustrate the influence of higher-order dispersion, we take the waveguide
shown in the inset of Fig. 4.8 for example. Suppose the geometry of the waveguide
is h×w = 300 nm× 550 nm. Below the silicon nitride core, 120 nm of the BOX
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layer. The overall dispersion of this waveguide is shown in Fig. 4.8. We can see
this waveguide has two ZDWs at 775.5 nm and 861.4 nm respectively.

Figure 4.8: The group velocity dispersion of the TE mode of a silicon nitride strip
waveguide. The dimension of the silicon nitride core is h× w = 300 nm× 550 nm and
120 nm of the silicon dioxide under-cladding is removed.

If the pump is tuned to the vicinity of one of the ZDW, in the first order ap-
proximation that only β2 is taken into account, we expect the CARS to have an
infinite bandwidth. To illustrate this point, we assume two lasers — a pump beam
at λp and a signal beam at λs are coupled into a 1-cm-long silicon nitride waveg-
uide, and we calculate the normalized CARS signal at λCARS. The impact of
phase-mismatch through sinc2(∆kL/2) is plotted in Fig. 4.9 for various pump
wavelengths λp. The horizontal axis is the pump wavelength, and the vertical axis
is the frequency shift of the CARS wavelength λCARS or the signal wavelength λs

from the pump wavelength λp. The dimension of the frequency shift is [cm−1].
It is noteworthy that we do not explicitly require λs > λp > λCARS in Fig. 4.9.

The case of λs < λp < λCARS corresponds to coherent Stokes Raman spec-
troscopy (CSRS) signal which is also dependent on sinc2(∆kL/2) [10]. We can
see the FWHM of CARS indeed goes to infinity in the vicinity of the ZDWs.

If we consider the dispersion up to the 6th order in sinc2(∆kL/2), Fig. 4.9
becomes Fig. 4.10. It is clear the CARS bandwidth is greatly reduced to approx-
imately 1700 cm−1 when the higher-order dispersion is taken into account. The
CARS bandwidth at wavelengths where β2 is non-vanishing is not significantly
altered by the inclusion of higher-order dispersion.

To conclude this section, we take a look at the CARS bandwidth of a con-
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Figure 4.9: The CARS bandwidth of the TE mode of a 1-cm-long strip waveguide with an
underetching of 120 nm. The CARS bandwidth is obtained by calculating sinc2(∆kL/2)
for various pump wavelength. Only the group velocity dispersion β2 is taken into account.

ventional silicon nitride strip waveguide without underetching. Its silicon nitride
core has the same dimension as it is shown in Fig. 4.8 and it is also air-clad. The
CARS bandwidth of a 1-cm-long non-dispersion-engineered waveguide at various
pump wavelengths is given in Fig. 4.11. In this figure, chromatic dispersion up
to the 6th order is taken into account. We can see the CARS bandwidth is lim-
ited to 180 cm−1, which is too small for any Raman mode with bio-significance.
It reaffirms that conventional strip waveguides cannot deliver the desired CARS
bandwidth.

4.2.4 Possible Paths Towards On-Chip CARS

From the previous discussion, we can conclude that

1. An air-clad waveguide can be engineered to possess anomalous dispersion
around 785 nm through underetching. Although this type of waveguides is
still not suitable for bulk liquid CARS detection, it can nevertheless be used
for gas sensing. Besides, we believe it is also capable of thin-film detec-
tion. It is imaginable that if we apply a thin film of analytes on top of the
waveguide, its group velocity dispersion β2 will not be significantly altered.
Therefore, the phase-matching condition of CARS is still satisfied. The
CARS bandwidth on an air-clad underetched waveguide can be engineered
to above 1700 cm−1, which is limited by the contribution of higher-order
dispersion. This scenario for thin-film detection, however, might require
delicate sample preparation to adhere the thin-film onto the waveguide.

2. If we would like to perform bulk liquid sensing with CARS in a 1-cm-
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Figure 4.10: The CARS bandwidth of the TE mode of a 1-cm-long strip waveguide with
an underetching of 120 nm. The CARS bandwidth is obtained by calculating
sinc2(∆kL/2) for various pump wavelength. Chromatic dispersion up to the 6th order is
taken into account.

long waveguide, one solution to the phase-mismatch is to balance β2 with
higher-order dispersion β4, β6, · · · , β2m. This technique is widely used in
broadband fiber optical parametric amplifiers [8, 9]. However, it is in prac-
tice very challenging to design a water-clad waveguide with a CARS band-
width above 1500 cm−1. Other methods, including the use of three lasers
for non-degenerate CARS configuration [11, 12] and quasi-phase-matching
CARS [13, 14] are also capable of extending the CARS bandwidth. How-
ever, it is also not trivial to enable CARS over a bandwidth of 1500 cm−1

on a water-clad silicon nitride waveguide.

3. The most straightforward method to extend the CARS bandwidth is prob-
ably to reduce the waveguide length. Note that the previous discussion is
based on the assumption that the waveguide is 1 cm long. If the waveguide
length is reduced to 1 µm, the bandwidth can be enlarged by a factor of 100 if
group velocity dispersion β2 dominates the phase-mismatch. However, the
reduction of waveguide length comes with a hefty price. Since the CARS
intensity scale with L2, a decrease in wavelength length will quickly dimin-
ish the achievable CARS intensity. To extend the CARS bandwidth without
sacrificing the CARS signal, we believe it is possible to perform surface-
enhanced coherent anti-Stokes Raman scattering (SE-CARS). In SE-CARS,
plasmonic structures are integrated with the dielectric waveguides. The elec-
tric field on the surface of these plasmonic structures is enhanced by orders
of magnitude, which leads to a much stronger Raman signal. Therefore one
can still expect to obtain a strong CARS signal with a much shorter plas-
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Figure 4.11: The CARS bandwidth of the TE mode of a 1-cm-long strip waveguide
without underetching. The cross-section of the silicon nitride core is also h× w =
300 nm× 550 nm. The CARS bandwidth is obtained by calculating sinc2(∆kL/2) for
various pump wavelengths. Chromatic dispersion up to the 6th order is taken into account.

monic structure. The plasmonic structures, however, can in general only be
defined with challenging electron-beam lithography processes and it consti-
tutes a research topic on its own.

In short, silicon nitride waveguides accessible to us always possess strong
group velocity dispersion around 785 nm. Besides, the silicon nitride waveguide
has a modest index contrast between the silicon nitride core and the cladding. As
a result, it is difficult to satisfy the phase-matching condition for CARS around
785 nm. The problem of phase-matching is more troublesome when the analytes
are dissolved in water. In this case, CARS-on-chip cannot be carried out by merely
adjusting the dimensions of silicon nitride waveguides where the height is limited
below 300 nm. The failure in satisfying the phase-matching limits the obtainable
CARS intensity. This trade-off between bandwidth and signal intensity renders
CARS ineffective, especially for aqueous samples. As Raman spectroscopy is
widely used for biological applications, the limitation of CARS for aqueous sam-
ples severely limits the scope of its applications.

It is noteworthy that waveguide-based CARS suffers from another limitation
that the CARS bandwidth becomes susceptible to the refractive index of analytes.
As a result, we can have two distinct CARS spectra if we dissolve the same amount
of solute in two solvents with different refractive indices. Of if we dissolve an an-
alyte in the same solvent but with concentrations, we might also have distinct Ra-
man spectra, unless the refractive indices of the solvent is the same as the analyte.
Such artefacts make it challenging to interpret the CARS spectra. Therefore, we
believe novel methods and techniques are required to combine CARS with silicon
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nitride waveguides.

4.3 Supercontinuum as a Broadband Light Source

Although the quest for on-chip CARS proves to be unsuccessful, we find that a sili-
con nitride waveguide can possess anomalous dispersion below 1 µm. This anoma-
lous dispersion proves to be quite valuable. It allows one to explore third-order
nonlinear processes below 1 µm in silicon nitride waveguides, which greatly ex-
tends the wavelength range of nonlinear silicon nitride photonics. Supercontinuum
generation (SCG) is one of the examples enabled by this technique, and it provides
us with an integrated, broadband and high-brightness source. This on-chip broad-
band source can enable a plenitude of applications including spectroscopy [15],
optical coherence tomography [16] and precise frequency metrology [17]. For in-
stance, this broadband source can be used for multiplex SE-CARS experiments
that we have just discussed in the previous section. It is critical to emphasize that
the SCG presented in the second part of this chapter is induced by the Kerr nonlin-
earity rather than the Raman nonlinearity. Besides, we are exploring the nonlinear
response of the waveguide core rather than the response of the analytes.

SCG is a nonlinear process in which a laser beam is broadened to a ”white-
light” source covering a broad spectral range. The study of SCG is pioneered by
the work of the Alfano group in 1970 [18] where a broadband light extending from
400 nm to 700 nm is obtained when a narrow band source is injected into a bulk
borosilicate glass sample.

After the first demonstration, SCG have been extended to in a miscellaneous
of materials, including liquids [19], gases [20] and a collection of fibers, ranging
from single mode fibers [21], photonic crystal fibers (PCF) [22] to chalcogenide
fibers [23]. A key advantage of fibers is the significant extension of nonlinear
interaction length. In bulk medium, the nonlinear interaction only takes places
near the focus of the laser beam. In the fiber platform, nonlinear interaction takes
place along the whole fiber length. Among these fiber platforms, PCF provides an
unprecedented degree of freedom in tailoring the dispersive properties. In com-
bination with its low propagation loss, broadband single-modeness, and relatively
high nonlinearity, PCF plays a central role in SCG out of both commercial and
academic interest [24].

In the recent years, SCG on the silicon-on-insulator (SOI) platform is gaining
momentum due to its compatibility with the CMOS infrastructure. The SOI-based
SCG can potentially lead to integrated devices with compact footprints at very low
costs. SOI platform has two prominent advantages for SCG: (1) Silicon has a large
Kerr nonlinearity n2. (2) The SOI waveguide has a large index contrast. This index
contrast allows one to engineer the waveguide dispersion to compensate for the
material dispersion easily. As a result of these two advantages, a supercontinuum
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can be generated with a few Watt of peak pump power within a few centimeters of
a silicon waveguide [5, 6, 25–28].

Lately, the utilization of supercontinuum for bio-imaging and molecular detec-
tion is drawing research interest. In these applications, a supercontinuum covering
the therapeutic window [29] is highly desirable where the tissues exhibit minimal
scattering loss and absorption. This supercontinuum can also be used for frequency
metrology and OCTs. The visible range, however, is not covered by the SOI-based
supercontinuum due to the transparency of silicon.

To extend the supercontinuum down to short wavelengths, silicon nitride and
doped silica have attracted significant research interest [30] due to their CMOS
compatibility, wide transparency window and negligible two-photon absorption in
the therapeutic window. Compared to doped silica, silicon nitride has a higher Kerr
nonlinearity n2 and a higher refractive index n [31]. Therefore, silicon nitride is
an up-and-coming platform for SCG below 1 µm.

One problem associated with silicon nitride is its strong material dispersion
in the normal regime. We will see in the next section that efficient SCG requires
small anomalous dispersion. As a result, we have to introduce enough waveguide
dispersion to balance the material dispersion. However, silicon nitride waveguides
have only a modest index contrast, making it challenging to introduce the desired
geometry dispersion. Besides, a silicon nitride thin film tends to crack when it
gets thicker than 400 nm [3]. Based on the results in Fig. 4.2 and Fig. 4.3, it is
improbable to engineer the ZDW below 900 nm with thin strip waveguides. As
a result of these difficulties, the early attempts to extend supercontinuum to the
visible range on the silicon nitride platform utilize pumps at either 1.3 µm [32] or
1.5 µm [33–35]. In these early works, novel waveguide designs [33, 35] and novel
physical mechanisms, including cascaded χ(2) and χ(3) nonlinear processes [34]
are explored. Despite these innovations, the shortest wavelength in these super-
continua cannot go below 665 nm.

It becomes increasingly clear that we should shift the ZDW below 1 µm to
extend the supercontinuum beyond 665 nm. Fortunately, our simulation results
in Fig. 4.4 suggest that anomalous dispersion can be obtained below 800 nm by
removing part of the silicon dioxide under-cladding. Thanks to the underetching
technique, we have successfully demonstrated the first visible-to-near-infrared su-
percontinuum in a 1-cm-long silicon nitride waveguide. We will introduce the
details of this work in the rest of this chapter.

It should be mentioned that underetching the waveguide core is not the only
method to shift the ZDW to shorter wavelengths. As it is shown in Fig. 4.2, thicker
silicon nitride waveguides also have ZDWs at shorter wavelengths. However, ad-
vanced fabrication techniques, including crack barrier [3] and in-trench deposi-
tion [4], are necesarry to prevent the silicon nitride layer from cracking. With these
thick waveguides, almost at the same time of our demonstration of the visible-to-
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near-infrared supercontinuum, J. Epping et al reported a supercontinuum gener-
ated in an LPCVD silicon nitride waveguide extending from 470 nm to 2130 nm

with a pump lasing at 1064 nm [36]. In their work, a 1-µm-thick silicon nitride
waveguide is used thanks to the in-trench deposition technique. In the following
years, thick silicon nitride waveguides have also been implemented for coherent
SCG with a span over 1.4 octave [37, 38] and a two-octave spanning SCG extend-
ing from 526 nm to 2.6 µm [39].

4.4 Mechanisms for Supercontinuum Generation

In this section we shall briefly introduce the mechanism of SCG in a waveguide.
SCG can be performed over a broad parameter space. We sometimes group the
mechanisms of SCG to two categories based on the group velocity dispersion (β2)
of the waveguide: (i) if we are pumping in the normal dispersion regime, the spec-
tral broadening is mostly prompted by self-phase modulation (SPM) and Raman
scattering. (ii) For SCG in the anomalous regime, the spectral broadening is in-
duced mostly by modulation instability (MI) or soliton dynamics.

Although supercontinua generated in the normal dispersion regime tend to
have smooth and featureless spectral shapes and a high degree of coherence, their
spectral coverage is usually limited. Broad supercontinua are commonly gener-
ated by pumping ultra-short pulses in the anomalous dispersion regime. In this
regime, two effects might initiate the SCG: soliton dynamics and modulation in-
stability. Of these two mechanisms, soliton dynamics usually induce the broadest
supercontinua, and we plan to implement it in our silicon nitride waveguide.

In this section, we will first introduce the concept of soliton, and we will point
out that soliton fission and dispersive wave generation play critical roles in SCG.
We will also review the differences between SCG initiated by soliton dynamics
and MI. The SCG in the normal dispersion region, however, will not be discussed
in this thesis. Readers are kindly referred to [7, 24, 40] for more information.

To study the soliton effects, we have to drop our previous assumption that
the optical fields are CW or quasi-CW. The temporal shapes of the optical fields
need to be considered explicitly. In this regime, an optical pulse is composed of
multiple spectral components. Due to chromatic dispersion, each of these spectral
components has a different propagation constant within the waveguide. When
the pulse is propagating along the waveguide, one component might fall behind
or catch up with another component, leading to changes in the temporal profile.
This variation in the temporal shape induced by chromatic dispersion is classified
as dispersive effect. The dispersive effect, along with Kerr nonlinear effect and
self-steepening, can be modeled by a single equation: the Nonlinear Schrödinger
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Equation (NLSE) [7, 24], which is given by
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Here E(z, t) is the electric field of the optical pulse. The first term on the right-
hand side describes the dispersive effects and βk is the k-th order chromatic dis-
persion. The second term models the linear loss of the waveguide. The third term
models the nonlinear effects. In this term, γ is the nonlinear coefficient introduced
as

γ =
ω0n2(ω0)

cAeff(ω0)
, (4.11)

where n2 is the nonlinear refractive index, and Aeff(ω0) is the effective area de-
fined as [7, 40]
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. (4.12)

Here F (x, y, ω0) is the transverse mode profile for the guided mode at frequency
ω0. In Eq. (4.11), we have also taken into account the frequency dependency of
the nonlinear coefficient γ through the inclusion of shock waves. The characteris-
tic time scale associated with shock waves is given by τshock = 1/ω0. However,
we omit both free-carrier effect and nonlinear absorption due to their limited in-
fluence in large bandgap materials like silicon nitride. We also neglect the Raman
contribution because its effect is also limited [41, 42].

4.4.1 Solitons and Soliton Fission

Suppose the higher-order dispersion and the frequency dependency of γ can be
ignored in the NLSE, Eq. (4.11) is simplified to

∂E

∂z
+
iβ2

2

∂2E

∂τ2
= iγ|E|2E, (4.13)

This equation predicts the existence of a special type of pulse in the anomalous
regime. The spectral and temporal shapes of this type of pulse either do not change
(fundamental soliton) or change periodically (higher-order soliton) during propa-
gation. For these pulses, the dispersive effect and the nonlinear effect are delicately
balanced and these pulses are referred to as optical solitons. In this work, we are
especially interested in a family of solitons whose field amplitudes are given by

E(t) = NEfs sech(t/T0) exp(−iω0t), (4.14)
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where Efs is the amplitude of the fundamental soliton, N is the soliton number
and T0 is the duration of the pulse. The amplitude of the fundamental soliton Efs

and soliton number N are also closely related to the nonlinear and the dispersive
properties of the waveguide through

Efs =

√
1

γLD
, N2 =

LD

LNL
, LNL =

1

γP0
, LD =

T 2
0

|β2|
. (4.15)

Here LD is dispersion length and LNL is nonlinear length. They characterize the
strength of the dispersive effect and the nonlinear effect within a waveguide. We
can see the soliton requires a fix relationship between the nonlinearity and the
dispersion of the waveguide.

The spectral and temporal evolution of solitons with N = 1, 2, 3, 4 are
shown in Fig. 4.12. The solution with N = 1 in Eq. (4.14) corresponds to the
fundamental soliton. Figure 4.12 shows that a fundamental soliton preserves its
temporal and spectral shapes during propagation. If we fix the pulse duration T0

and increase the peak power, we can obtain higher-order solitons with N > 1. In
general, an N -th order soliton has a peak power N2 times stronger than that of
the fundamental soliton. Unlike the fundamental soliton, higher-order solitons do
not preserve their profiles during propagation. Instead, their spectral and temporal
shapes vary periodically, which is readily observed in Fig. 4.12. The evolution of
higher-order solitons is initially dominated by self-phase modulation (SPM) [7]
and it induces a spectral broadening of the pulse. Afterward, the dispersive effect
soon catches up and induces a spectral narrowing. This alternation between SPM
and the dispersive effect results in a periodic change of the spectral and temporal
profiles of the higher-order solitons. This alternation is sometimes called breathing
effect. The breathing period for all higher-order solitons is the same and it is given
by z = πLD/2 [7].

In the definition of soliton numberN , there is no mechanism to restrictN to be
an integer. It is then natural to ask what happens if we launch a pulse with a non-
integer N into the waveguide. This is apparently the case for most experiments.
Fortunately, it is shown [7] that if the launched pulse has a profile not significantly
deviating from the shape of an N -th order soliton, the pulse can adjust its profile
gradually and evolves into that N -th order soliton. More precisely, if a secant
hyperbolic pulse with a soliton number of N ′ is launched into the waveguide, the
pulse will gradually evolve into an N -th order soliton with N ′ = N + δ where
|δ| < 0.5.

In the previous discussion, we considered only the group velocity dispersion β2

in NLSE. However, for ultrashort pulses (less than 5 ps), higher-order dispersion
can no longer be ignored. Besides, for ultrashort pulses, we should also consider
the frequency dependency of γ explicitly. In the presence of these effects, higher-
order solitons turn out to be unstable.
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Figure 4.12: The evolution of solitons with N = 1, 2, 3, 4 over a distance of three soliton
periods. It is evident that although the fundamental soliton retains its temporal and spectral
profile over distance, higher-order solitons experience periodic variation over propagation.
The period of the variation is the same for all solitons.

Figure 4.13: The propagation of solitons with N = 4 over a distance of three soliton
period. β3 is also included in the simulation. It is evident from the time domain that this
soliton cannot retain its periodic variation. It breaks into three separate solitons. In the
frequency domain, the output spectrum is much wider than the input spectrum.
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A higher order soliton is composed of multiple fundamental solitons. It is
the interference between the constituent fundamental solitons that forms a higher-
order soliton. Under higher-order perturbations, including Raman effect, higher-
order dispersion and higher-order nonlinear effects, a higher-order soliton will
break into its constituent fundamental solitons. The break-up of higher-order soli-
tons into multiple fundamental solitons is called soliton fission, and it is the pri-
mary mechanism for spectral broadening. To illustrate this point, we include the
third-order dispersion in Eq. (4.13). In this case, the propagation of a soliton with
N = 4 is shown in Fig. 4.13. It is evident from the time domain that this soliton
cannot retain its periodic variation. It breaks into three separate solitons. In the
frequency domain, the output spectrum is much wider than the input spectrum.

Another effect that contributes to SCG is the generation of dispersive waves.
When a higher-order soliton breaks up into multiple fundamental solitons, part of
the energy sheds away from the fundamental solitons into one or multiple new
frequencies [7, 24, 43]. The appearance of the dispersive wave is also visible in
Fig. 4.13. In the frequency, an optical wave appear at the frequency of 35 after a
propagation distance of z = 11. Two theories are widely accepted to explain the
emergence of these new optical waves.

In one theory [44], SCG is modeled as a cascaded four-wave mixing (FWM)
process. In this theory, a soliton is decomposed into multiple spectral components,
and the interaction between all these components through FWM results in the gen-
eration of dispersive waves.

In another theory, the dispersive wave generation is treated as Cherenkov ra-
diation [45]. Cherenkov radiation denotes the generation of optical waves when a
charged particle travels in a medium with a speed faster than the phase velocity of
light within that medium. It is pointed out in [45, 46] that Cherenkov radiation is
not limited to charged particles. Fast-moving electrical polarization can also give
rise to Cherenkov radiation.

A closer inspection on Eq. (4.13) reveals that the propagation of solitons is
given by [7, 45]

E(z, t) = NEfs sech(t/T0) exp(−iω0t+ i(ksol + β0)z), (4.16)

where ksol is sometimes referred to as soliton wave-number and it is given by
ksol = γP0/2. The evolution of a wave at ω0 is given by exp(−iω0t+ iβ0z). It
is clear that the soliton is propagating “faster” than the guided mode by an extra
wave-vector ksol. Similarly, the polarization induced by the soliton is also travel-
ling “faster” than the phase velocity of optical waves in the waveguide, and this
polarization will give rise to new radiations. This radiation is the origin of disper-
sive waves.

In Cherenkov radiation, the propagation direction of the newly generated opti-
cal field is determined by the “Cherenkov condition”. The condition is shown in
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Fig. 4.14. The radiation is emitted at the “Cherenkov angle” θ that satisfies the
condition cos θ = φDW/φsol. Here φDW and φsol are the phase of the radiation
and the soliton accumulated over the same interval t. In a waveguide, however,
only the radiation with a vanishing θ can couple into a guided mode, which can be
detected at the end of the waveguide. It implies that φsol = φDW. This waveguide-
coupled radiation is called dispersive wave in the literature of SCG. In practice, the
requirement of φsol = φDW is widely used to predict the exact location of the dis-
persive wave.

θ
ΦDW

Φsol
Figure 4.14: The “Cherenkov condition” for dispersive wave generation. DW stands for
dispersive wave. The “Cherenkov angle” θ is determined by the phases of the soliton φsol

and dispersive wave φDW accumulated over an interval of t.

The phases of the dispersive wave and the soliton at location z and time t =

z/vg are given by [7]

φ(ωDW) = β(ωDW)z − ωDW(z/vg), (4.17)

φ(ωsol) = β(ωsol)z − ωsol(z/vg) +
1

2
γPsolz, (4.18)

where vg ≡ β1 is the group velocity of the soliton, ωDW and ωsol are the phases
of the dispersive wave and the soliton respectively, Psol is the peak power of the
soliton and γ is the nonlinear coefficient. The dispersive wave emerges at the
frequency such that φ(ωDW) = φ(ωsol). It means

β(ωDW) = β(ωsol) + β1(ωDW − ωsol) +
1

2
γPsol. (4.19)

To predict the location of the dispersive wave, we expand β(ωDW) at the soliton
frequency ωsol and define Ω = ωDW − ωsol. If we take into account only the
second and the third order chromatic dispersion β2 and β3, we have

β2Ω2 +
β3

3
Ω3 − γPsol = 0, (4.20)

The frequency shift of the dispersive wave is then given by

Ω = −3β2

β3
+
γPsolβ3

3β2
2

. (4.21)



4-24 CHAPTER 4

We can see the location of the dispersive wave depends on the sign of β2 and
β3. For SCG in waveguides, we often encounter the situation that β2 < 0 and
β3 > 0. In this case, Ω is also positive, implying that the dispersive wave is
generated in the blue-shift region (Ω = ωDW − ωsol > 0) compared to the pump
frequency. It is also noteworthy that Ω is usually beyond the anomalous regime,
and that is the reason why the dispersive wave constitutes an essential mechanism
for extending the supercontinuum towards shorter wavelengths.

4.4.2 Modulation Instability and Soliton Dynamics

In the previous section, we have introduced the concept of soliton number N . The
soliton number turns out to be useful to predict the dominating physical mecha-
nism for spectral broadening. In general, for pulses with a soliton number much
larger than one but still not too large (N � 1), spectral broadening is dominated
by soliton dynamics. For pulses with a large soliton number (N � 10), the spec-
tral broadening is caused by modulation instability, as the characteristic length of
soliton fission Lfiss = LD/N ∝ T0 increases quickly with the pulse duration T0.
In the latter case, modulation instability (MI) is the dominant process for spec-
tral broadening. MI is a process where an optical pulse spontaneously turns into
a modulated beam or even a pulse train. MI is also explained in the context of
degenerate four-wave mixing. In the frequency domain, MI can be seen as the
spontaneous generation of sidebands on both sides of the pump and the central
frequency of sidebands can be predicted via

2kp = k1 + k2 + 2γP, (4.22)

2ωp = ω1 + ω2, (4.23)

where ω1 and ω2 are the central frequencies of the sidebands, k1 and k2 are their
propagation constants respectively. Once a long pulse turns into a modulated pulse
or separate pulses, further broadening might follow. Especially, when picosecond
pulses are launched into a waveguide, MI is capable of breaking the pulses into
multiple sub-pulses with small soliton numbers. These short pulses might usher in
again the soliton dynamics to further broaden the spectrum. However, in general,
SCG initiated by MI is not as broad as the one initiated by soliton dynamics. It is
also noteworthy that the sidebands are indeed amplified from background noise.
As the background noise is chaotic, the spectral shape of the supercontinuum initi-
ated by MI varies from pulse to pulse. As a result, the coherence of supercontinum
initiated by MI is usually lower. In view of these drawbacks, in this work, we will
focus on SCG initiated by soliton dynamics [24].
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4.5 Waveguide Fabrication and Dispersion Engineer-
ing

As we have shown in the previous section, the existence of solitons requires anoma-
lous group velocity dispersion. However, on the silicon nitride platform, we con-
clude with extensive simulations that this anomalous dispersion is challenging to
obtain by merely adjusting the width of the waveguides if the height of the waveg-
uide is limited below 300 nm. Fortunately, Figure 4.4 suggests that we can remove
the silicon oxide partly underneath the Si3N4 waveguide core to obtain anomalous
dispersion with a 300-nm-thick waveguide.

Our silicon nitride waveguide is fabricated with deep UV lithography at imec.
A 300-nm-thick silicon nitride film is grown via LPCVD on a 1.6 µm BOX layer.
It is noteworthy that the BOX thickness is not fully optimized in this work and a
thickness of 1.6 µm is barely enough [47] to avoid any significant substrate leak-
age. The waveguide is defined with reactive-ion etching (RIE). The waveguide has
a nominal cross-section of h× w = 300 nm× 500 nm and a length of 1 cm.

We remove part of the silica under-cladding with diluted hydrofluoric acid
(HF) to engineer the dispersion. It is noteworthy that LPCVD silicon nitride is
the natural choice for our SCG due to its high resistance to HF. In practice, the
etching selectivity between SiO2 and LPCVD Si3N4 is found to be 200 : 1.

The HF solution is prepared by mixing 1 part of HF (40 %) with 40 part of de-
ionized water. The etching rate of the specific silicon dioxide under-cladding we
are using is around 7 nm/min at room temperature. The whole chip is dipped into
the diluted HF solution for around 20 min to remove 150 nm of the buried oxide. A
schematic cross-section of the waveguide is shown in Fig. 4.15(a) and an Scanning
Electron Microscope (SEM) picture is shown in Fig. 4.15(b). As the silicon nitride
core is also attacked by HF, the process of underetching might increase the surface
roughness of the silicon nitride waveguide. To investigate the impact on waveguide
losses, we characterize the waveguide loss after underetching with a commercial
supercontinuum source (NKT superK EXR-4) in a cutback measurement. The
waveguide loss is shown in Fig. 4.16. The waveguide loss from 650 nm to 850 nm

is about 11 dB/cm. As a reference, the waveguide loss before etching is 4 dB/cm

To confirm the validity of our simulation of β2, we first measure the waveguide
group velocity dispersion with the interferometric method described in [5] . The
waveguide has a nominal cross-section of h×w = 300 nm× 600 nm and 150 nm

of the oxide cladding is removed. The result is shown in Fig. 4.17 as the green
curve. Each green dot corresponds to one measurement point. For comparison,
we also plot the simulated β2 of this waveguide as the blue curve in Fig. 4.17. We
can see the experimental value slightly deviates from the simulation. This devia-
tion might arise from inaccurate waveguide dimensions. Both silicon nitride and
silicon dioxide have a strong charging effect when inspected under the SEM. As
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SiN
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SiO2
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etch=150 nm

Si3N4 13°
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(b)

Figure 4.15: (a) Schematic cross-section of the waveguide. (b) Scanning Electron
Microscope (SEM) picture of the waveguide cross-section. The cross-section is preparing
by sectioning the silicon nitride waveguide core with focused ion beam (FIB). The material
around the silicon nitride core is deposited during FIB to enhance image contrast.
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Figure 4.16: The spectrum of propagation loss of an underetched waveguide from 600 nm
to 950 nm.

a result, the contrast between silicon nitride and silicon dioxide is blurry, making
it difficult to determine precisely the height of the waveguide. Besides, the exact
amount of silicon dioxide removed below the waveguide core is also difficult to
quantify precisely. Therefore, it is highly possible that the fabricated waveguide is
thicker than design. Indeed, if the height is h = 315 nm, the simulation result (red
dashed curve) exhibits a good agreement with the experimental value as shown in
Fig. 4.17.

Taken into this uncertainty in waveguide height, we simulate the group velocity
dispersion of the fundamental quasi-TE mode of a dispersion-engineered waveg-
uide. The simulation is performed via a full vectorial mode solver (FIMMWAVE),
and the result is shown in Fig. 4.18. Note that the side-wall angle and the under-
etching step are taken into account in this result. The waveguide we design for
SCG has an etching depth of 150 nm, resulting in anomalous dispersion between
740 nm and 907 nm. The impact of the uncertainty in waveguide height (±15 nm)
is also included in the simulation, which is shown as the gray area in Fig. 4.18. We
should emphasize that an uncertainty of 10 nm in height is within the fabrication
tolerance of BioSiN2.

The increased confinement also enhances the nonlinearity of the waveguide by
reducing the mode area. We estimate the effective nonlinearity to be 7/(W m) at
795 nm given a nonlinear index n2 = 24× 10−20 m2/W [31].

4.6 Setup for Supercontinuum Generation

Figure 4.19 shows the experimental setup for SC generation. We use a pulse train
generated by a Ti:Sapphire laser (Mai Tai, Spectra-Physics) operating at 795 nm as
pump. The pulses have a nominal squared hyperbolic secant shape in the temporal
domain with an FWHM of 100 fs and a repetition rate of 80 MHz. To ensure
the excitation of the fundamental TE mode of the waveguide, a combination of a
half-wave plate and a polarizing-beam-splitter is used. The pump is coupled into
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Figure 4.17: The measured group velocity dispersion of a waveguide with a nominal
cross-section of h× w = 300 nm× 600 nm (green curve). For comparison, the group
velocity dispersion obtained in simulation are also shown for waveguides with a nominal
cross-section of h× w = 300 nm× 600 nm (blue solid curve) and a nominal
cross-section of h× w = 315 nm× 600 nm (red dashed curved). An underetching of
150 nm is taken into account in all these waveguides.

Figure 4.18: Group velocity dispersion of Si3N4 waveguides with various etching depths.
The impact of an uncertainty in waveguide height of ±10 nm is shown as the gray area.
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the waveguide using a microscope objective (40X, NA = 0.5) and the generated
spectrum is coupled out with a lensed fiber (NA = 0.2). The coupling loss at the
input is measured to be 8.5 dB. We use an optical spectrum analyzer (450 nm -
1050 nm , Advantest Q8381A) to record the generated spectrum.

Figure 4.19: Setup for SCG in an underetched silicon nitride waveguide. We can clearly
observe that visible light is generated within the waveguide.

4.7 Demonstration of the First Visible-to-near-infrared
Supercontinuum in a Silicon Nitride Waveguide

Figure 4.20 shows the measured spectra at various input powers coupled into the
waveguide. The peak powers are shown on the left of the spectra, and the average
powers are shown on the right. At the lowest peak power of 62 W, the spectral
width is the same as the input pulse. At 182 W, small ripples emerge in the center
of the pulse, which is attributed to self-phase modulation (SPM) if we remember
the breathing effect of higher-order solitons. At 491 W we see two peaks emerge
at 917 nm and 495 nm. As we will show later, these peaks can be attributed to
dispersive waves. When the power is further increased the dispersive wave cen-
tered at 917 nm red-shifts to 937 nm while the one at 495 nm virtually retains its
spectral position. At the maximal available coupled power of 874 W, the −30 dB



4-30 CHAPTER 4

bandwidth spans 492 nm from 488 nm to 978 nm, slightly more than an octave.
From Fig. 4.19 one can see visible red light generated right after the input. The
intensity of the red light increases along the propagation direction. Further increas-
ing the power would help improve the spectral homogeneity yet we are limited by
the damaging threshold of the input facet of the waveguide. To ensure no spec-
tral broadening takes place in the collection fiber, we deliberately misaligned the
lensed fiber both vertically and horizontally at the output facet to reduce the power
of the spectra recorded in the OSA by 20 dB at the same coupling angle, and we
observe no change in the shape of the spectrum. It implies that the spectrum expe-
riences negligible broadening within the collection fiber.

874 W

648 W

491 W

325 W

182 W

62 W

7.0 mW

5.2 mW

3.9 mW

2.6 mW

1.5 mW

0.5 mW

Figure 4.20: Output spectra from the waveguide at various pump levels. The peak power
of the pump beam is shown on the left and the average input power is shown on the right to
the output spectra. Each spectrum is shifted by 20 dB vertically for clarity.

To gain an insight into the physical mechanisms behind the spectral broad-
ening, we model the SCG with the NLSE given in Eq. (4.11). The NLSE is
numerically solved with the split-step Fourier algorithm.

To solve the NLSE, we need to know the dispersive and nonlinear parameters.
We have pointed out that the dispersion of a waveguide is difficult to quantize
precisely due to the uncertainty in waveguide height. As a result, an uncertainty of
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10 nm in the waveguide height is included in Fig. 4.18. Besides, it is suggested [5]
that we can obtain an excellent agreement between simulation and experiments
for β2 and β3 by fine-tuning the waveguide height. However, the prediction for
higher-order dispersion (β4-β6) might deviate from the experimental results. The
sign of the higher-order dispersion in simulation should nevertheless be the same
as their experimental counterparts.

To reflect these observations, in solving the NLSE, we vary β2 and β3 simul-
taneously according to the thickness of the waveguide. For higher-order disper-
sion, we use the simulated data as a starting point and gradually vary their num-
bers to obtain a good agreement between simulation and experiments. The dis-
persion of a silicon nitride waveguide with nominal cross-section of h × w =

310 nm× 500 nm and h × w = 290 nm× 500 nm are given in Table. 4.1. The
dispersion we used to obtain the spectrum in Fig. 4.21 is shown in the last column
in Table. 4.1.

Dispersion 310 nm× 500 nm 290 nm× 500 nm Final simulation
β2 (ps2/km) −50 −26 −32
β3 (ps3/km) −12 −26 −23
β4 (ps4/km) −9× 10−4 −1.2× 10−3 −8× 10−4

β5 (ps5/km) −1.2× 10−6 −1.2× 10−6 −7× 10−8

β6 (ps6/km) 1× 10−7 1× 10−7 7× 10−9

Table 4.1: The chromatic dispersion of waveguides with nominal cross-sections of
310 nm× 500 nm and 290 nm× 500 nm. The chromatic dispersion used in the NLSE to
obtain the blue curve in the top panel of Fig. 4.21 is shown in the last column.

The peak power of the input Psol, the waveguide loss αlin and the FWHM
of the pulse TFWHM = 1.763T0 are fixed parameters. The first two parameters
are directly measured, and the last parameter is taken from the specifications of
the laser. The nonlinearity γ, however, is not measured for this specific type of
silicon nitride waveguide and it is treated as a flexible parameter. It is estimated
to be 7 W−1 m−1. Due to the uncertainty in Kerr nonlinearity n2, we allow it to
vary up to ±30 %. Finally, we also allow the pulses injected into the waveguide
to be slightly chirped [48, 49]. The chirp is mainly included to explain the de-
viation of the measured laser linewidth from the specficiations. We know from
theory [7, 48, 49] that the time-bandwidth product of a sech2 pulse is 0.44. How-
ever, the measured time-bandwidth product is slightly larger than that. To account
for this difference, we allow the pulse to be slightly chirped with C = 0.15. This
chirp parameter modifies the optical field of the sech2 pulses by exp

(
−iCt2/2T 2

0

)
where T0 is the duration of the pulse. Note that the T0 is different from the FWHM
of a pulse TFWHM by a factor of 1.763.

With the parameters shown in Table. 4.2 and Table. 4.1, the evolution of a
pulse along the underetched waveguide is shown in Fig. 4.21. In the top panel of
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parameters Values
Peak power 874 W
Center wavelength 795 nm
Pulse duration (FWHM) ∆t 100 fs
Nonlinearity γ 5 W−1 m−1

Linear Chirp C 0.15

Table 4.2: The parameters used to simulate the SCG in an underetched silicon nitride
waveguide. The result is presented in Fig. 4.21.

Fig. 4.21, we compare the output spectrum obtained in simulation and experiment.
It reveals a reasonable agreement regarding the general shape.

It is noticeable that the predicted peak power at 495 nm is around 10 dB higher
than the experimental result. We attribute this difference to a combination of higher
scattering loss and stronger material absorption at the shorter wavelength. The
increased loss is reflected in a measurement with a 445 nm laser (Wicked Laser,
Spyder 3) where we found the waveguide becomes so lossy that no light could
transmit through.

In Fig. 4.21, we can notice two peaks at 500 nm and 960 nm, which are be-
yond the anomalous dispersion regime extending from 740 nm to 907 nm approx-
imately. We have previously attributed them to dispersive waves. Now it is a
good time to have a closer look at them. If these two peaks are indeed dispersive
waves, they should satisfy the “Cherenkov condition” given in Eq. (4.19). The
“Cherenkov condition” can be re-written as

6∑
n≥2

βn(ωsol)

n!
(ωDW − ωsol) =

γPsol

2
, (4.24)

where βn(ωsol) is the n-th order chromatic dispersion at soliton frequency, ωDW

is the frequency of the dispersive wave, ωsol is the soliton frequency, and Psol is
the soliton power. With a peak soliton power of 874 W and the dispersion shown
in Table 4.2, we do expect two dispersive waves around 500 nm and 940 nm re-
spectively, which is in reasonable agreement with the experiment.

An important property of the supercontinuum that is not explored is the sta-
bility of the generated supercontinuum, which is usually characterized by the co-
herence for supercontinuum generated by pulsed sources. We learned from the
previous discussion that supercontinuum initiated by soliton dynamics usually has
a high degree of coherence while the supercontinuum commenced by MI usually
has a poor coherence. Therefore we can estimate the coherence of the generated
supercontinuum by the soliton number of the input pulses. The soliton number of
the pulse is expected to be

N =
√
LD/LNL ≈ 21, (4.25)
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Figure 4.21: (Top) Comparison between measured spectrum and simulation in the output
and (below) evolution of the pulse inside waveguide with 874 W input peak power.
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where the dispersion length LD and the nonlinear length LNL are

LD =
T 2

0

|β2|
= 0.1 m, (4.26)

LNL =
1

γPsol
= 2.3× 10−4 m. (4.27)

Although no universal condition is established to predict the coherence of the su-
percontinuum generated with arbitrary initial conditions, a soliton number of 21

implies [24, 40, 50] that the spectral broadening is partly initiated by MI, and it
might limit the coherence of the supercontinuum. However, more works in the
experiments are needed to determine the coherence of the supercontinuum.

4.8 Conclusion
In this chapter, we have investigated if silicon nitride waveguides can be used for
CARS-based Raman sensors. We identified the challenges of phase-matching as-
sociated with waveguide-based CARS. If the thickness of the waveguide is limited
below 300 nm, it is very challenging to generate an anti-Stokes component over
a broad spectral range efficiently. Therefore, we believe the current silicon ni-
tride waveguides accessible to us are not suitable for CARS-based Raman sensors
without significant improvements in waveguide designs or experimental configu-
rations.

During our study of waveguide dispersion, we realized anomalous dispersion
could be achieved in a Si3N4 waveguide by removing partially its silicon diox-
ide under-cladding. Recognizing the potential of this technique for silicon nitride
nonlinear optics, we demonstrated the first octave-spanning SCG covering a large
part of the visible spectrum in an partially underetched silicon nitride waveguide.
To the best of our knowledge, this work constituted the first visible SCG on an
integrated platform, offering a novel compact visible broadband source for Raman
spectroscopy, confocal microscopy, optical coherence tomography and precise fre-
quency metrology.

The current demonstration with femtosecond lasers proves to be a bit too costly
for many on-chip applications. Besides, an octave-spanning supercontinuum is
not always necessary. In the future, we envision to replace the femtosecond lasers
with low-cost fiber-based picosecond lasers. SCG can be demonstrated on either
a straight waveguide or a resonator. In the first case, we believe a supercontin-
uum that covers a few tens of nanometer is obtainable in a 10-cm-long dispersion-
engineered waveguide, which is sufficient for many Raman or OCT applications.
In the second scenario, if we replace the straight waveguides with resonators, the
field enhancement provided by the cavity can significantly enhance the nonlinear
interaction. It may even allow one to use integrable on-chip lasers for frequency
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comb generation. This all-on-a-chip frequency comb source, we believe, is useful
for many metrological and sensing applications.
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pulses by compressing the Čerenkov output. Optics Letters, 20(3):264–266,
February 1995.

[47] A. Z. Subramanian, P. Neutens, A. Dhakal, R. Jansen, T. Claes, X. Rotten-
berg, F. Peyskens, S. Selvaraja, P. Helin, B. Du Bois, K. Leyssens, S. Sev-
eri, P. Deshpande, R. Baets, and P. Van Dorpe. Low-Loss Singlemode
PECVD Silicon Nitride Photonic Wire Waveguides for 532-900 nm Wave-
length Window Fabricated Within a CMOS Pilot Line. IEEE Photonics Jour-
nal, 5(6):2202809, December 2013.

[48] Rubens S. Miranda, Gloria R. Jacobovitz, Carlos H. Brito Cruz, and Marco
A. F. Scarparo. Positive and negative chirping of laser pulses shorter than
100 fsec in a saturable absorber. Optics Letters, 11(4):224–226, April 1986.

[49] P. Lazaridis, G. Debarge, and P. Gallion. Time–bandwidth product of chirped
sech2 pulses: application to phase–amplitude-coupling factor measurement.
Optics Letters, 20(10):1160–1162, May 1995.
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5
Experimental Demonstration of

Stimulated Raman Scattering on the
Silicon Nitride Platform

In this chapter, we will investigate if stimulated Raman scattering (SRS) can be
performed on a silicon nitride waveguide. One essential benefit of SRS is that
the phase-matching condition is automatically satisfied. One major drawback of
SRS is that the signal is embodied as a small intensity variation of the incident
fields. To acquire small intensity variations of the signal beam, we build an exper-
imental setup to detect the transfer of modulation from one optical field to another.
The principle and implementation of the modulation transfer detection scheme are
discussed in detail in this chapter.

With the setup for modulation transfer detection, we record the SRS spectra
of dimethyl sulfoxide (DMSO) at various concentrations, and the results are com-
pared with references from spontaneous Raman spectroscopy. We demonstrate
that SRS is capable of reproducing the spontaneous spectrum with a much higher
signal level. Although the stimulation by the Stokes beam dramatically intensifies
the Raman signal, it also induces extra shot noise to the system. To understand the
merits and drawbacks of SRS as compared to spontaneous Raman scattering, we
also investigate the performance of both techniques regarding signal-to-noise ratio
(SNR). Finally, future improvements in the performance of SRS are discussed.
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5.1 Sample Fabrication

The samples used for SRS experiments are fabricated with deep UV lithography at
imec. The silicon nitride waveguide core is deposited through Plasma-Enhanced
Chemical Vapor Deposition (PECVD) and later patterned via deep-UV lithography
and reactive-ion etching as depicted in [1]. We use PECVD silicon nitride instead
of Low-Pressure Chemical Vapor Deposition (LPCVD) silicon nitrides because the
waveguides fabricated with the former technique tend to have a lower propagation
loss.

The scheme of the silicon nitride waveguides for SRS is shown in Fig. 3.4(a).
The 1-cm-long waveguide has a cross-section of w × h = 700 nm× 300 nm. Its
width is tapered up to 3 µm at both ends for better coupling efficiency. The bottom
optical cladding is a 3.3 µm-thick layer of silica. Within the 8-mm-long sensing
area, the top cladding is removed, allowing the evanescent tail of the guided mode
to interact with analytes. In the remaining 2 mm of the waveguide, the silicon
nitride core is covered by a layer of 1-µm-thick silica. The waveguide is terminated
with two 15◦ angled facets to suppress modal reflection, with the aim of getting rid
of spurious signals. This spurious signal will be discussed in detail in section 5.3.
These tilted facets are created by dicing and polishing the whole silicon nitride
chip, and the detail of facet polishing is given in Appendix B.

For liquid analyte detection, a few droplets of the analytes are applied to the
chip. The situation is shown in Fig. 3.4(a). The top and side cladding of waveg-
uides is constituted by the liquid analyte within the sensing area. The Raman in-
teraction takes place in the evanescent field overlapped with this liquid-cladding,
which is sometimes called bio-cladding to emphasize the scope of Raman spec-
troscopy.

5.2 Experimental Setup for SRS

In the previous chapter, we learned that the obtainable SRS signal in both co-
propagating and counter-propagation configurations are the same. However, in the
counter-propagating configuration, the phase-matched Kerr nonlinear effects are
suppressed. As a result, we adopt this configuration for our on-chip SRS exper-
iments. In this section, we first give an overview of the experimental setup. We
will explain in detail the functions of the electronic instruments and introduce the
principle of modulation transfer detection.

The complete setup for SRS experiment is shown in Fig. 5.1. A laser diode
(LD785-SEV300, Thorlabs) emitting at 785 nm is used as the pump beam. It is
modulated in intensity with a depth of 30 % at 38 MHz through direct modula-
tion of the driving current. The modulation signal is provided externally by a
lock-in amplifier to ensure frequency stability. A CW tunable Ti: Sapphire laser
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(SOLSTIS, M2) is used as the Stokes beam. Two pairs of half-wave-plates and
polarizing-beam-splitters are used to adjust the guided power for both beams. The
polarizing-beam-splitters also guarantee the Stokes beam and the pump beam to
excite the fundamental TE mode of the waveguide. Two objectives couple the
pump and the Stokes beams into opposite sides of the waveguide. The transmis-
sion of both beams is monitored for optical alignment.

The input power is 30 mW before objectives for both beams and the time con-
stant of the lock-in amplifier is set to 100 ms unless explicitly stated. A small part
(4 %) of the Stokes beam is tapped before Raman interaction and serves to par-
tially cancel the significant DC offset in the Raman signal measured by a balanced
detector (PDB450A-AC, Thorlabs). The electrical signal from the photodiode is
then amplified by 104 through a built-in transimpedance amplifier.

It is worth mentioning the time constant of lock-in amplifiers does not mean the
time it takes to record one data point. A lock-in amplifier can be regarded as an RC
filter, and the time constant determines the bandwidth of the filter. When a lock-in
amplifier is exposed to a new signal, it takes a certain amount of time for the output
of the lock-in amplifier to settle at the new value. The longer we wait, the closer
the lock-in output gets to the real value of the input signal. The time we wait for
the output to stabilize is called settling time. The settling time is proportional to
the time constant, and it can be viewed as the time it takes to record one data point,
which is roughly the SRS version of “integration time” for spontaneous Raman
scattering experiments. In our research, we always set the settling time to 10τ

where τ is the time-constant. With this settling time, the difference between the
lock-in output and the signal is less than 0.1 % [2].

5.2.1 Modulation Transfer Detection Scheme

In the end of the previous chapter, the evolution of the Stokes field is given by

Ps(L) = Ps(0) exp(−αsL)︸ ︷︷ ︸
Local Oscillator, DC

+Ps(0)g‖Pp(L)Leff exp(−αsL)︸ ︷︷ ︸
Raman or SRS Signal, RF

. (5.1)

The Stokes beam leaving the waveguide has two components. The first component
is merely the original Stokes beam being attenuated by exp(−αsL). We will call
this component local oscillator. The second part contains the molecular informa-
tion which is encoded in g‖. Therefore it is called Raman signal or SRS signal.
Detecting the Raman signal in the presence of the local oscillator is not trivial due
to two reasons: (1) the Raman signal and the local oscillator have the same opti-
cal frequency and (2) the intensity of the local oscillation is orders of magnitudes
stronger than the Raman signal. A direct measurement of the Raman signal is
challenging as it requires one to resolve a power variation of the optical field with
a precision better than 10−6. As a result, we cannot discriminate the Raman signal
from the local oscillator in the optical domain.
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Figure 5.1: Setup for SRS experiment. A diode laser (LD785-SEV300, Thorlabs) and a
CW tunable Ti: Sapphire laser (SOLSTIS, M2) are employed as the pump and the Stokes
beam respectively. The diode laser is modulated at 38 MHz, and the induced gain in the
Stokes beam is detected. Half-wave-plates and polarizing-beam-splitters are used to adjust
the power and polarization of both beams. Two objectives couple the pump and the Stokes
beams into opposite sides of the waveguide. The optical alignment is actively optimized by
monitoring the transmission of both beams.

Fortunately, we can shift the frequency of the Raman signal relative to the
local oscillator in the electronic domain. In this case, an electronic filter can sepa-
rate these two components. This technique is called modulation transfer detection
scheme, and it is well-established in electronic measurements [3]. The principle
of modulation transfer detection is shown in Fig.5.2. One of the inputs - pump in
this case - is first modulated in amplitude at a certain reference frequency while
the Stokes remains CW. In the Fourier domain, the input pump is a component at
frequency f1, and the Stokes is a component at DC.

When both beams are injected into the waveguide, the temporal profile of the
pump beam is transferred onto the Stokes beam thanks to Raman interaction. At
the output of the waveguide, we first remove the pump beam by an optical filter
and direct only the Stokes beam to a photo-detector. Once we convert the Stokes
beam from an optical signal to an electronic signal, we use a lock-in amplifier,
which can be regarded as a tunable filter with an extremely narrow linewidth, to
reject the local oscillator and record the Raman signal. The bandwidth of this filter
is mainly controlled by the time constant of the lock-in amplifier. Since the local
oscillator is DC while the Raman signal is in RF, the lock-in amplifier can reject
the local oscillator with high efficiency and measure only the Raman signal.
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Figure 5.2: The workflow of the modulation transfer detection scheme for SRS. Initially,
the pump beam is modulated while the Stokes beam remains CW. Raman interaction will
transfer the modulation from the pump beam to the Stokes beam. In the detection side, a
lock-in amplifier is used to reject the CW component (local oscillator) and record only the
Raman component.
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5.2.2 Electronics Instrumentations

The modulation transfer detection scheme for the Raman signal is summarized as a
three-step process in Fig. 5.3. In the first step, the Raman signal is converted from
photons to electrons. Although the Raman signal is weak, avalanche photodiodes
(APD) or photomultiplier tubes (PMT) are not suitable for SRS as they will be
quickly saturated by the intense local oscillator. Instead, a reversed biased PIN
photodiode is best suited for SRS detection.

We use a balanced detector composed of two photodiodes to suppress the local
oscillator by approximately 25 dB. A balanced detector takes two optical inputs,
and the power difference of these two inputs is converted into a photocurrent out-
put. If we have a reference beam possessing a similar optical power as the local
oscillator, the local oscillator will be significantly suppressed by the balanced de-
tector. In our SRS setup, we tap a small portion of the Stokes beam before Raman
interaction and use it as reference. This pre-cancellation of the local oscillator is
critical for our SRS experiment because it allows us to amplify the electrical signal
with a transimpedance amplifier, as we will show later.

Figure 5.3: A schematic plot of the function of each electronic components in detecting the
SRS signal.

In the second step, we convert the Raman signal from current to voltage. It
is tempting to attach the balanced detector directly to the lock-in amplifier. How-
ever, this configuration proves to be inefficient. Most detectors are designed to
work with circuits with an equivalent input impedance of 50 Ω to suppress the
photovoltaic effect. The photovoltaic effect denotes the dependency of the output
current on the output voltage, and it will distort the lineshape of Raman signal [4].
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Therefore it is important keep the input impedance of the lock-in amplifier to 50 Ω.
In our case, the photodiode is effectively a current source while the lock-in

amplifier is sensitive to voltage. If we attach the balanced detector to the lock-in
amplifier directly, the current-to-voltage conversion is performed by this humble
impedance of 50 Ω. For a given current the resulted voltage will be quite small.
Instead, a transimpedance amplifier is capable of converting current to voltage
with a ratio of 102 V/A to 106 V/A. It has an impedance of 50 Ω to avoid the
photovoltaic effect. In the experiment, we use a transimpedance amplifier with a
convertion ratio of 104 V/A. The function of the balanced detector is now clear. If
we do not partially cancel the local oscillator in the first step, it will easily saturate
the transimpedance amplifier.

In the third step, a lock-in amplifier is used to separate the Raman signal from
the local oscillator. A modulation frequency of 38 MHz is chosen for the (de-
)modulation in our experiment. The lock-in amplifier serves dual purposes. It not
only rejects the local oscillator at DC, its narrow bandwidth also reduces the noises
and improves the signal-to-noise ratio.

5.2.3 Determination of the Modulation Frequency

The modulation frequency f1 of the pump in Fig. 5.2 is critical for a successful
SRS experiment. Ideally, we modulate the pump at a frequency high enough to
suppress laser noise as well as thermal and mechanical fluctuations. In the mean-
while, the frequency should still stay within the bandwidth of our equipment. In
our experiments, we are also influenced by the electromagnetic interference of the
instruments. The lock-in amplifier is sending a powerful (a few volts) modulation
signal to the pump laser. The connecting cable emits an electromagnetic inference
and it can penetrate into other equipment. This interference might all show up in
the output of the lock-in amplifier through different paths.

5.2.3.1 Electromagnetic Interference Induced Offset

In this subsection, we will record the offset of the lock-in output that is the average
of the output from the lock-in amplifier. We first characterize this offset with the
configuration shown in Fig. 5.4(a). In experiment, we connect all the optical and
electronic components and turn on both lasers. Next, we place a beam blocker to
stop the Stokes beam. Note that there is no waveguide in the beam path. We sweep
the frequency of the modulation signal and record the average value of the lock-in
output. This modulation signal is sent from the lock-in amplifier to the pump laser.
Because the balanced detector registers no signal, it is a “dark” measurement. The
lock-in amplifier output is a result of either electromagnetic interference or input
offsets of the detectors.
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The measurement result is shown in Fig. 5.5 as the solid blue curve. The
inset of Fig. 5.5 shows the dark offset between 30 MHz to 40 MHz. The offset
increases gradually from 100 nV at 1 kHz to 800 nV at 20 MHz. With a further
increased modulation frequency, the dark offset rapidly decreases to sub-50 nV

and stabilizes.
Next, we characterize the system-wide offset. The beam-blocker is removed in

this configuration as shown in Fig. 5.4(b). There is also no waveguide in the beam
path. The output of the Stokes laser is adjusted carefully to make sure 0.25 mW of
the Stokes beam and 0.25 mW of the reference beam are coupled into the balanced
detector. In this configuration, apart from the dark offset, we also notice a strong
influence from the Stokes beam.

The result of system-wide offset is shown as the red line in Fig. 5.5. We can see
the offset decreases almost monotonously with an increased modulation frequency.
It drops from around 4000 nV at 1 kHz to below 50 nV at 36 MHz and stabilizes
at this value for modulation frequency higher than 36 MHz. Comparing the dark
offset and the system-wide offset in Fig. 5.5, we believe that the signal is limited
by the dark offset for modulation frequencies above 36 MHz.

The origin of the offset in the dark measurement is not fully understood. It is
suggested that this dark offset might arise from the WWV radio stations, which
broadcast time signals on 2.5 MHz, 5 MHz, 10 MHz, 15 MHz and 20 MHz. In-
deed, the agreement of the peaks at 5 MHz, 10 MHz and 15 MHz in the blue curve
in Fig. 5.5 constitute a piece of evidence that we might be measuring the WWV
signal. However, we do not have a good reason to explain the absence of peaks
at 2.5 MHz and 20 MHz. We should emphasize that although the origin of the
offset is not clarified, we can minimize its impact on SRS measurement by using
a modulation frequency that is high enough.

5.2.3.2 Noise Associated with the Setup

Apart from the offset, it is also important to characterize the noise associated with
the setup. Unlike offset, which is measured by taking the average of the lock-in
output, the noise is characterized by recording its standard deviation. It is impor-
tant to emphasize that the offset measured in the previous section is actually the
“ambient noises”, while the noise we present in this section is the fluctuations of
the “ambient noises”.

Although both noise and offset are sensitive to the modulation frequency, they
have different impacts on measurement results. A practical difference between the
offset and the noise is whether it can be suppressed by the lock-in amplifier. We
mention that the lock-in amplifier can be regarded as a tunable electronic filter. If
we adjust the time constant of the lock-in amplifier, we can reduce the influence
of the noise. However, there is nothing we can do with the lock-in amplifier to
suppress the offset. Therefore, in our experiment, the modulation frequency is set
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Figure 5.4: (a) The setup for the dark offset and the dark noise measurement. The output
of the Stokes beam is blocked by a beam blocker, and therefore the output registered by the
lock-in arises only from the electronic instruments. (b) The setup for the system-wide
offset and the system-wide noise measurement. The Stokes beam is unblocked, and the
lock-in output is not only influenced by the electronic instruments, it is also influenced by
the Stokes beam. Note that there is no waveguide in both scenarios.
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Figure 5.5: The lock-in output with varying modulation frequencies. Both dark offset
(solid blue) and system-wide offset (solid red) are presented. The inset shows the lock-in
output from 30 MHz to 40 MHz. The time constant in both scenarios is set to 100 ms and
the settling times is 1 s.

to 38 MHz to minimize the offset. The noise is tackled with a longer time constant.
We measure the dark noise system-wide noise with the setups in Fig. 5.4(a)

and Fig. 5.4(b), respectively. The dark noise is σdark = 71 nV/
√

Hz. The system-
wide noise is σtotal = 82 nV/

√
Hz. The noise associated with the laser, including

laser intensity noise and shot noise, is then

σlaser =
√
σ2

total − σ2
dark = 41 nV/

√
Hz. (5.2)

Here we assumed implicitly that these noise sources are mutually independent.
Note that the measurement is performed with 0.25 mW of Stokes power incident
on the balanced detector (corresponding to the maximum power injection in the
measurements). In this case we also estimate the shot noise to be 40 nV/

√
Hz.

Therefore we believe most of the noise associated with the laser arises from the
shot noise.

5.3 Parasitic Effects in SRS

In our first attempts at recording SRS spectra, we realize SRS is accompanied by
two types of parasitic nonlinear processes: two-photon absorption and nonlinear
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phase change [3]. Two-photon absorption (TPA) refers to the simultaneous ab-
sorption of a pump photon and a Stokes photon, and it results in direct attenuation
of the Stokes signal. In on-chip SRS, the large bandgap of silicon nitride and the
low power level of the excitations ensure a negligible contribution from TPA. Non-
linear phase change, or cross-phase modulation (XPM), arises from the refractive
index change induced by the pump beam and experienced by the probe beam. The
refractive index change can arise either from thermal effects or the Kerr effect.
Nonlinear phase change per se does not change the amplitude of the Stokes beam
and is therefore not expected to induce any spurious signal. However, in practice
the nonlinear phase change finds two interferometric paths converting itself into
amplitude change, and the SRS signal can be swamped entirely by them: (i) The
silicon nitride waveguide forms intrinsically a low-quality-factor Fabry-Perot (FP)
cavity; (ii) A small portion of the Stokes beam can be coupled into cladding modes
while most of the Stokes beam is coupled into a guided mode. The spurious trans-
mission through cladding modes and the waveguide transmission constitute an un-
balanced Mach-Zehnder interferometer. In this section, we shall discuss in detail
the formation of these two interferometric paths and the spurious signal induced
by them.

5.3.1 Fabry-Perot Cavity Induced Fringes

A waveguide can be viewed as a weak FP cavity. Suppose the intensity of the
Stokes beam entering the waveguide is Ii and leaving the waveguide is Io. In a
lossless FP cavity, its transmission T is given by

T =
(1−R)2

(1−R)2 + 4R sin2 φ0

, (5.3)

where φ is the half-pass optical length given by

φ0 =
2π

λ
neffL,

where neff is the effective index of the Stokes beam. We know that the pump beam
is capable of modifying the effective index of the material through the Kerr effect
or the thermo-optical effect. If we denote the index change as ∆n, the half-pass
optical length is modified to

φ = φ0 + ∆φ =
2π

λ
(n+ ∆n)L. (5.4)

Equation (5.3) can be expanded at the vicinity of ∆φ = 0 as

T =
Io
Ii

=
(1−R)2

(1−R)2 + 4R sin2 φ0

+
4R(1−R2) sin 2φ0

(1 +R2 − 2R cos 2φ0)2
∆φ︸ ︷︷ ︸

∆T

+ · · · . (5.5)
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(a) Vertical Facet

SiN Chip
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(b) Tilted Facet
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(c)

Figure 5.6: (a) The structure of a waveguide with vertical facets. (b) The structure of a
waveguide with tilted facets. The process we used to introduce the tilted facets are
discussed in detail in Appendix B. (c) The lock-in output for SRS measurements with
these two types of waveguides. The sizeable oscillatory feature in the range of 100 µV
measured with vertical facets are significantly suppressed with tilted facets. A smooth
signal around 2.3 µV is obtained from waveguides with tilted facets, which constitutes
substantial evidence that the parasitic signals induced by the FP cavity are suppressed.
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Suppose the phase shift is caused by the instantaneous Kerr effect, we have

∆φ =
2π

λ
∆nL =

2π

λ
n2IpL. (5.6)

The nonlinear phase change ∆φ can be converted to a variation in the trans-
mittance of the Stokes beam through the FP cavity. A closer look at ∆T reveals
that this parasitic effect has the same scaling as the SRS: it causes a variation in
the intensity of the Stokes beam, and the amplitude of this variation is proportional
to the intensity of both pump and Stokes beams. As a result, this parasitic signal
cannot be discriminated from the Raman signal by the lock-in amplifier.

Rf Reflection on the waveguide facet 6 %
L Cavity length 1 cm
n effective index of the cavity 1.65
λ wavelength of the laser 0.8 µm
Aeff Effective area 0.25 µm
n2 Kerr coefficient 2× 10−19 m W−2

Table 5.1: Parameters of a silicon nitride waveguide. It is used for estimating the strength
of the FP-induced parasitic signal.

An estimation of the intensity of this parasitic signal is useful. Based on the
properties shown in Table. 5.1, the maximal modulation depth due to this parasitic
effect for 10 mW of guided pump power amounts to

∆Io
Io

= 1.7× 10−4. (5.7)

This modulation is much deeper than that induced by SRS. The modulation depth
of the signal induced by SRS is in the range of 10−6. As a result, this parasitic
signal will overwhelm the Raman signal.

A typical spurious signal measured in the vicinity of 825 nm is shown as the
solid blue curve in Fig. 5.6(c). We can see a fast oscillating feature with a period
of approximately 37 pm. In theory, the FSR of the FP cavity formed by the facets
of the waveguide is

∆λFSR =
λ2

ngL
=

(825 nm)2

1.94× 1 cm
= 35 pm, (5.8)

here the group index is taken to be ng = 1.94. The consistency between the
theoretical estimation and the experimental observation in terms of FSR constitutes
the first piece of evidence that the fringes are indeed induced by the waveguide
cavity. If the FP cavity indeed causes the fringes, we should be able to identify
multiple peaks in the frequency domain as suggested by the higher order terms in
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Eq. (5.5). As the second piece of evidence, we transform the fringes in Fig. 5.6(c)
to the Fourier domain. Its Fourier spectrum is shown in Fig. 5.7 where we can
immediately recognize the higher-order contributions to the fringes, highlighting
the cavity origin of the fringes.

Figure 5.7: The Fourier domain of the fringes. The 1st, 2nd and 3rd order peaks are readily
observable.

The spurious signal induced by the combination of FP cavity and nonlinear
phase change constitutes a serious problem. It has the same modulation frequency
as the SRS signal, so we cannot separate them with electronic filters, i.e. the lock-
in amplifier. Its signal intensity is orders of magnitude stronger than the SRS sig-
nal, and it is oscillating quickly in the Raman spectrum. As a result, it overwhelms
the SRS signal in practical experimental conditions.

To get rid of this spurious signal, we believe the only practical method is
to suppress the modal reflection on the facet. The lock-in amplifier is sensitive
to variations as small as 10−8. The modulation depth obtained in SRS is in
the range of 10−6 to 10−8, while the parasitic effect has a modulation depth of
1.7× 10−4. Therefore, to utilize the full potential of the lock-in amplifiers, ac-
cording to Eq. (5.5), we should suppress the modal reflection at the waveguide
facets by at least four orders of magnitude.

While an anti-reflection coating can be deposited in our cleanroom, reaching
such a level of reflection suppression is challenging. Instead of suppressing the
reflection completely, a similar approach is to avoid the coupling of the reflected
light back to the propagating mode of the silicon nitride waveguide. Tilted angle
facet, a technique widely used in semiconductor lasers [5], has the potential to
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do this. The back reflection from a tilted facet can be modeled as the transmis-
sion of the light to another waveguide tilted by 2θ. The equivalence is shown in
Fig. 5.8 [5]. The tilted facet introduces a large wavefront mismatch in the con-
necting part of the two waveguide. This wavefront mismatch greatly reduces the
modal overlap of the guided modes and significantly suppresses the transmission.

The performance of tilted facets is studied with 3D FDTD simulation in Lumer-
ical. It is pointed out in [5] that we can have an better suppression of modal re-
flection when mode area in both sections of Fig. 5.8 are large. As a result, we
introduce tilted facets to the taper section (3 µm) rather than the detection section
(800 nm) to ensure a better performance. The angle θ is scanned from 0◦ to 20◦

and we find that the modal reflection is suppressed by at least 50 dB when θ is
larger than 13◦. Considering the fabrication tolerance, we terminate waveguides
with 15-◦-angled facets. The effect of tilted angle facets is showcased in the solid
red curve in Fig. 5.6(c). The process we used to introduce the tilted facets are dis-
cussed in detail in Appendix B. The introduction of tilted facets obliterates the fast
oscillating parasitic signal, leaving us with only a smooth feature signal which is
later identified as the Raman response from the silicon nitride waveguide core due
to thermal fluctuations [6]. In short, we can now detect the Raman signal that is
more than 50 times smaller than the FP-induced parasitic signal. This convincingly
demonstrates the efficiency of the tilted facets.

Figure 5.8: The modal reflectivity of a θ-degree tilted facet is equivalent to the
transmission between two waveguides rotated by 2θ.

5.3.2 Mach-Zehnder Interference Induced Fringes

After suppressing the FP-induced parasitic signal, we soon realized the existence
of another interferometric path when we were trying to probe the Raman response
of DMSO. After applying a few droplets of DMSO, we recorded another set of
fringes shown in Fig. 5.9. The Fourier transformation of Fig. 5.9 is shown in
Fig. 5.10. We can see there exists only one peak in the frequency domain. It
suggests that a Mach-Zehnder interferometer causes this parasitic signal. Similar
to the FP-induced fringes, this MZI-induced spurious signal is also much stronger
than the SRS signal. It has also a small period in the optical domain. As a result,
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it should also be suppressed before we can extract the Raman peaks. To suppress
it, we have to first identify the exact origin of it.

Figure 5.9: A typical spectral fringe that is observed after the application of DMSO.

We have considered multiples possible interferometric paths, including the in-
terference between the TE and TM modes of the waveguide and the interference
between the substrate propagation and waveguide mode. After some theoretical
estimations, we believe the fringe in Fig. 5.9 is caused by the interference between
the cladding mode and the waveguide mode. The situation is shown in Fig. 5.11.
In a silicon nitride waveguide, most of the light is transmitted within the silicon ni-
tride core. However, a small portion of light might propagate within the cladding.
Note that the cladding transmission is not the evanescent tail of guided modes but
rather stray light propagating in the cladding.

Assume we have a Stokes beam whose electric field is Ei. At the input facet of
the waveguide, the Stokes beam can not only excite waveguide modes but also
cladding modes. Without loss of generality, we assume one waveguide mode
whose field is Ewi and one cladding mode whose field is Eci are excited. We
have

Ei = Ewi + Eci. (5.9)

These two modes will propagate with different propagation constants. When they
recombine at the output facet of the waveguide, we have

Ewo = Ewie
−jφw , (5.10)

Eco = Ecie
−jφc . (5.11)
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Figure 5.10: The Fourier analysis of the fringes shown in Fig.5.9. It is clear there exists
only one peak in the time domain, implying that the fringe is caused by a MZI-like cavity.

Here the subscript w denotes the waveguide mode and the subscript c denotes
cladding mode. φ is the phase accumulated during propagation. The intensity of
the Stokes beam at the output is then

Io ∝ |Ewo + Eco|2 = |Ewi|2 + |Eci|2 + 2EciEwi cos(φ), (5.12)

in which φ = |φw−φc|. Within the waveguide core, both Stokes and pump beams
are highly confined. Therefore, the pump beam is capable of inducing an index
change, which induces a nonlinear phase to the Stokes beam. In comparison, in
the cladding, the Stokes beam experience a negligible Kerr-induced phase shift
from the pump. Taking into account this nonlinear phase, we have

φ = φ0 + ∆φ, (5.13)

here φ0 is the part of the phase difference between the waveguide mode and the
cladding mode that is independent of the laser power and ∆φ is dependent on
the intensity of the pump beam. With the first-order approximation, we assume
∆φ = ιIp. If we expand Io at the vicinity of ∆φ = 0, we have

Io ∝ |Ewi|2 + |Eci|2 + 2EciEwi(cos(φ0)− sin(φ0)∆φ+ · · · ). (5.14)

The intensity variation of the Stokes beam after the waveguide is given by

∆Io
Ip

=∝ 2EciEwi sin(φ0)ι. (5.15)
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It is clear the MZI is also able to induce a response similar to SRS if we notice that
EciEwi is proportional to the intensity of the Stokes beam. The FSR of an MZI is
given by

∆λFSR =
λ2

ngwLw − ngcLc
, (5.16)

where ngw is the group index of the guided TE mode at the Stokes frequency. Lw
is the length of the waveguide. ngc and Lc are the group index of the cladding
transmission and its length, respectively. For the specific silicon nitride waveguide
we used, the group index is ngw is 1.94. The group index of the cladding is 1.48.
Assuming Lw = Ls = 0.2 cm, the FSR of this MZI is estimated to be

∆λFSR = 0.8 nm. (5.17)

Figure 5.11: (a) The light incident on the waveguide is split into two arms. Most of the
light couples into the waveguide mode while a small portion of the light couples into the
cladding mode. (b) Collinear alignment of the objective allows the cladding mode to
combine with the waveguide transmission, causing fringes in the lock-in. (3) The MZI
effect can be circumvented by inserting a lateral displacement between these two
objectives.

Since the measured FSR is 0.67 nm, we can see the theoretical estimation is in
good agreement with the measurements. The length of 0.2 cm might need some
further explanation. Remember that the waveguide is first fully covered with sil-
icon dioxide. Later a 0.8-cm-long strip is removed to expose the silicon nitride
core to the analyte. After the removal, there is still approximately 0.2 cm of sili-
con dioxide left on the entrance of the waveguide. This oxide-clad section is shown
as the blue area in Fig. 5.11(b).

We realize that the MZI effect can be suppressed by preventing the cladding
transmission from reaching the detector. As the oxide-cladding does not provide
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lateral confinement, the cladding modes do not necessarily have the same propa-
gation direction as the waveguide modes. We envision that if we insert a lateral
displacement between the objectives, depicted in Fig. 5.11(c), the cladding trans-
mission would not be collected by the out-coupling objective. As a result, the
interference between cladding and waveguide modes should vanish. Indeed, ro-
tating the sample by 30◦ and subsequently aligning the objective for maximum
butt coupling efficiency allows us to successfully suppress the fringes in Fig. 5.9.
In this case, we obtain the Raman spectra of DMSO covering the silicon nitride
waveguide. The detail of this result will be discussed in the following section.

5.4 SRS Spectrum on Silicon Nitride Waveguides

We first test our setup by measuring the Raman spectrum of the silicon nitride
waveguide itself. For the specific PECVD silicon nitride that makes the core of our
waveguide, the Raman response exhibits a sharp peak at 2330 cm−1 and a broad
feature below 1200 cm−1 [1, 6, 7]. We sweep the wavelength from 800 nm to
850 nm with a resolution of 0.05 nm to record the SRS spectrum. It corresponds
to a Raman spectrum extending from 295 cm−1 to 1050 cm−1 with 0.74 cm−1

resolution (given the pump wavelength of 785 nm). In Fig. 5.12 we compare the
response of the waveguide using spontaneous and stimulated excitation. We can
readily see the excellent agreement of both spectra without any adjustment other
than a proportionality factor.

It is essential to note the dimension of the SRS signal. The SRS results pre-
sented in this work are all normalized by the transmitted power of the pump beam
and the Stokes beam. Since the unit of the lock-in signal is [Volt], and the di-
mension of laser power is [Watt]. The normalized SRS signal has a dimension of
[Volt/Watt2].

We also record the sharp peak at 2330 cm−1 originating from the silicon nitride
core. It is noteworthy that this peak is beyond the tuning range of the Ti:Sapphire
laser if we use the diode laser as pump. To circumvent this problem, we use a
pulsed laser at 775 nm (Katana-08, OneFive) as pump. We sweep the wavelength
of the Ti:Sapphire laser (Stokes) from 944.5 nm to 946.5 nm with a resolution
of 0.05 nm, and the SRS spectrum is shown in Fig. 5.13. The Raman peak at
2330 cm−1 can be readily observed. The result is noisier compared to Fig. 5.12
because the output power of the pulsed laser is much lower. The SRS result has a
narrower linewidth than the spontaneous result, which showcases the advantage of
SRS for high-resolution Raman measurements. The linewidth of the spontaneous
result is limited by the resolution of the spectrometer in this case. Note that we
always use the diode laser (LD785-SEV300, Thorlabs) apart from this measure-
ment.

To record the SRS spectra of DMSO, we scan the wavelength of the Stokes
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Figure 5.12: The response of the waveguide core below 1050 cm−1 measured with
spontaneous Raman scattering (blue dashed) and SRS scattering (red solid).
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Figure 5.13: The response of the waveguide from 2250 cm−1 to 2400 cm−1. The spectra
are measured with both spontaneous Raman scattering (blue solid) and SRS (red triangle).
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beam from 817 nm to 845 nm with a resolution of 0.05 nm. In Fig. 5.14 we show
the Raman spectra before (dotted red line) and after (solid red line) drop casting
the DMSO. After the application of DMSO, we can readily notice the emergence
of two peaks at 668.8 cm−1 and 699.3 cm−1 the position and relative intensity of
which are in good agreement with the spontaneous Raman spectra obtained with
a confocal Raman microscope (black dotted line) and with the same waveguide
(dashed blue line).

Figure 5.14: Recorded SRS spectra from the waveguide before (dotted red) and after (solid
red) the application of DMSO. Reference spontaneous Raman spectra for DMSO are taken
separately with a confocal Raman microscope (black dotted) and with the same waveguide
(dashed blue).

In Fig. 5.15, the signal dependence on the concentration of DMSO in water is
investigated using the 670 cm−1 Raman peak. Fig. 5.15(a) displays in blue lines
the SRS spectra with 50 %, 15 % and 2 % of DMSO dissolved in water recorded
with a time constant of 100 ms. The spectra are vertically offset for clarity. The
15 % and 2 % data are shifted from the 50 % data by −2 V/W2 and −4 V/W2 re-
spectively. In the 2 % measurement, the SRS spectrum is so noisy that the Raman
peak is not identifiable. The Raman peak reappears after we extend the time con-
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stant to 600 ms. The result is shown Fig. 5.15(b) as the red curve and the 100 ms

result is repeated in blue, where both of the results are subtracted by their mean
value respectively. The heights of the DMSO peak relative to the background are
extracted, and the results are shown in Fig. 5.15(c). There is a gradual frequency
shift of the Raman peak with reduced concentrations, which might arise from the
dipole-dipole interaction of the DMSO-water complex [8]. This frequency shift
is also observed in spontaneous Raman measurements. The height of the Raman
peaks shows an excellent linearity concerning the DMSO concentration, which is
crucial for quantitative analysis. For an input of 60 mW from both lasers, corre-
sponding to 10 mW and 3 mW of effective Stokes and Pump power on the chip,
the raw SNR of the 2 % (280 mM) of DMSO is estimated to be 1.5. The signal
level in the lock-in is 44 nV, and it corresponds to a modulation depth of 2× 10−8.

50%

15%

2%
600 ms

100 ms

Figure 5.15: The SRS signal of different concentrations of DMSO in water. (a) SRS
spectra of 50 %, 15 % and 2 % of DMSO measured with a time constant of 100 ms (blue)
with a y-axis offset for clarity. The 15 % and 2 % data are shifted from the 50 % data by
−2 V/W2 and −4 V/W2 respectively. (b) Mean-value-subtracted SRS spectra of 2 % of
DMSO measured with both 100 ms (blue) and 600 ms (red). (c) The extracted peak height
from the SRS spectra and its standard deviation.

It is worth mentioning that a correction has been implemented in all SRS
results. This correction is related to the offset from the electronic equipment.
Fig. 5.16 shows the signal registered by the lock-in at different incident pump and
Stokes powers. The Stokes laser is tuned to 828.20 nm to record the 670 cm−1 Ra-
man mode of DMSO. The time-constant of the lock-in amplifier is set to 100 ms.
The electrical signal increases linearly with both pump power and Stokes power,
which constitutes another piece of evidence that the signal is indeed induced by
SRS.

However, one might also be surprised by the observation that the SRS sig-
nal has an unphysical negative intercept with the y-axis. This negative intercept
can be explained by the operation principles of lock-in amplifiers. If a periodic
signal As exp(i2πft+ iθs) is injected into a lock-in amplifier, it measures the
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Figure 5.16: Linear scaling of the lock-in output with incident pump and Stokes power.
When the pump of one beam is tuned, the power of the other beam is set to 30 mW. The
linear dependence of lock-in output on the input power is a piece of strong evidence that
we are recording the SRS signal.

root-mean-square value of the in-phase and quadrature component (X,Y ) of the
signal. These two components are given by

X + iY =
As√

2
eiθs . (5.18)

The value of (X,Y ) is customarily plotted in a complex plane shown in Fig. 5.17(a).
As we are mostly interested in the amplitude of the signal, the quadrature is also
represented with amplitude R and phase θ. The relationship between (X,Y ) and
(R, θ) is also shown in Fig. 5.17(a). The SRS results shown in this chapter are
always the amplitude R.

When two periodic signals with the same frequency are injected, one with
amplitude R and the other one R′, the combined amplitude in the lock-in is not
necessarily R+R′. One have to take into account the phase relationship between
these two signals. Fig. 5.17(b) gives a representation of the in-phase and quadra-
ture components from two periodic signals

X ′′ + iY ′′ =
As√

2
eiθs +

A′s√
2
eiθ

′
s . (5.19)

And the amplitude of the total signal is given by R′′ =
√
X ′′ + Y ′′.

Recall that in determining the modulation frequency in Section 5.2.3, the mea-
surement setup induces an offset in the lock-in amplifier. In that section, we plot
only the amplitude of the offset R and the phase information is disregarded. In a
closer examination, this offset has a fixed phase relationship with the SRS signals.
In experiment, we find that the background is always lagging behind the Raman
signal by approximately 140◦. It suggests that the offset and the Raman signal adds
destructively, and the outputs of the lock-in amplifier are always smaller than the
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Figure 5.17: (a) Schematic representation of lock-in detection for one periodic signal. The
lock-in amplifier records the amplitude of a periodic signal in the complex plane. It
records the in-phase component X and quadrature component Y , and the amplitude R is
calculated by R =

√
X2 + Y 2. (b) Schematic representation of lock-in detection for two

periodic signals. The total amplitude of the signal is influenced by the relative phase
between individual signals.

real Raman signals. This phase difference is the reason why we have a negative in-
tercept in Fig. 5.16. As the offset is comparable to the Raman signal when probing
dilute samples, it is important to subtract it from the lock-in output. Through-
out this chapter, all the SRS results have already been subtracted with this offset
correctly.

5.5 Comparison Between SRS and Spontaneous Ra-
man Scattering

Now we have recorded the SRS signal from DMSO, it is interesting to benchmark
the performance of SRS against spontaneous Raman scattering in term of signal-
to-noise ratio (SNR).

It is important to emphasize again that the SRS signal is the strength of the
modulation of the Stokes beam, while the spontaneous Raman signal is the to-
tal optical power of the newly generated Stokes beam. As a result, while spon-
taneous signal can be detected with “simply” a spectrometer, SRS involves the
comparatively sophisticated modulation transfer detection scheme. However, the
amplitude of the signal is greatly enhanced in SRS, which allows the use of a
room-temperature detector, while deep-cooled detectors are commonly used for
spontaneous Raman scattering. Recognizing these merits and drawbacks in terms
of instrumentation, we focus only on the SNR of both methods in this section.
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5.5.1 Estimation of the Spontaneous Raman Gain Coefficient

To characterize the strength of the spontaneous Raman signal of a DMSO-clad
waveguide, we use a confocal Raman microscope as shown in Fig. 5.18. A laser
emitting at 785 nm is used as pump. The polarization of the pump beam is con-
trolled by a half-wave plate to excite the fundamental TE mode of the waveguide.
The pump is coupled into the waveguide by an objective, and the same objective
is used to collect the backward-propagating spontaneous Raman signal. The pump
beam is filtered out by a dichroic mirror and further suppressed by an edge filter.
The spontaneous Raman signal is then directed into a 100 µm multi-mode fiber
(MMF) which is connected to a spectrometer.

OBJ

SiN Chip

785 nm

PumpSMF

Collimator

half-wave

plate

100 μm

MMF

Edge filter

Dichoic

Mirror

Spectrometer

Figure 5.18: The setup for the spontaneous Raman measurement. We use the same sample
for both SRS and spontaneous Raman scattering. The waveguide is pumped by a 785 nm
laser to excite the fundamental TE mode. The spontaneous Raman signal in
backward-propagation is captured and analyzed.

The Raman spectra of DMSO measured with the microscope is shown in
Fig. 5.14. Note that we are using exactly the same waveguide for both sponta-
neous and stimulated measurements. The waveguide has a nominal cross-section
of w × h = 700 nm× 300 nm and the interaction length with DMSO is also
8 mm. The total counts registered by the spectrometer over the whole 670 cm−1

Raman mode amounts to F = (5.8± 0.2)× 103. To convert this counts recorded
in spectrometer into photon numbers within the MMF, we should take into account
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the optical transmission from the MMF to the camera within the spectrometer, the
quantum efficiency of the camera, and the analog-to-digital conversion efficiency
of the camera. In our setup, the conversion ratio from photon counts within the
MMF to counts in camera is found to be ζ = 5.6± 0.2 photons per count [9].

The pump power measured before the objective is found to bePpf = 18.3 mW.
Given the transmission of the objective (To = 0.76) and the coupling loss from
free-space to waveguide facet (Tf = 0.4± 0.1), the pump power on chip is esti-
mated to be

Pp = Pp0ToTf = (6± 1) mW. (5.20)

Taking into account the integration time (T = 0.233 s), the transmission from
the microscope to the MMF (Tm = 0.8± 0.1), the transmission of the objective
(To = 0.76), the coupling loss at facet (Tf = 0.4± 0.1) and the energy of the
Stokes photons ~ω = 1.5 eV, we estimate the Stokes power right before leaving
the waveguide is

Ps =
~ωζF

TToTmTf
= (1.4± 0.4)× 10−13 W. (5.21)

Recall from the previous chapter that the collected spontaneous Raman power
Ps is connected to the pump power Pp through the spontaneous gain coefficient
G‖ as

Ps(0) = G‖Pp(0)
1− e−2αL

2α
, (5.22)

where we have assumed both pump and Stokes beams have the same loss. With this
formula, we estimate the spontaneous Raman gain coefficientG‖ for the 670 cm−1

Raman mode of DMSO in waveguide to be

G‖ =
Ps
Pp

2α

1− exp(−2αL)
= (5± 2)× 10−9 m−1, (5.23)

where the propagation loss is taken to be α = 0.69/cm ≡ 3 dB/cm.

5.5.2 Estimation of the Stimulated Raman Gain Coefficient

The SRS result for pure DMSO is shown in Fig. 5.14. The maximal electrical
signal at the lock-in amplifier is Idet = 2.3 µV for the 670 cm−1 mode. Taking
into account the sensitivity of the detector R = 0.53 A/W, the amplification ratio
of the transimpedance amplifierA = 104 V/A, the transmission from the objective
to the balanced detector Tod = 0.35, and coupling loss at facets Tfo = 0.17, the
propagating SRS signal on-chip is

Ps,RF (L) =
Idet

ARTfoTod
= (7.3± 0.2)× 10−9 W. (5.24)
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The effective pump and Stokes power in free space are 20 mW and 60 mW

respectively. Considering the coupling loss at facets Tfo = 0.17, the effective
pump power on-chip is Pp(L) = 3 mW, and the effective Stokes power on-chip
Ps(0) = 10 mW. Remember from Eq. (5.1) that the transmitted Stokes power is
related to the pump and the Stokes power as

Ps(L) = Ps(0) exp(−αsL)︸ ︷︷ ︸
Local Oscillator, DC

+Ps(0)g‖Pp(L)Leff exp(−αsL)︸ ︷︷ ︸
Raman Signal, RF

. (5.25)

where the effective length is defined as

Leff =
1− e−αpL

αp
. (5.26)

We can calculate the stimulated Raman gain as

g‖ =
Ps,RF (L)

Ps(0)

exp(αsL)

Pp(L)Leff
= (6± 4)× 10−2 W−1 m−1. (5.27)

5.5.3 Enhancement of SRS over Spontaneous Raman Scatter-
ing

As we have now obtained the gain coefficients of both SRS and spontaneous Ra-
man scattering, we can compare the signal intensity of both modalities with the
same excitation power. Assume that we have a pump beam of 20 mW in free
space and we are probing pure DMSO with a waveguide whose nominal cross-
section is w × h = 700 nm× 300 nm. Considering the coupling loss at the facet
Tfo = 0.17, after an interaction length of 8 mm, the spontaneous Raman power in
forward-collection is

spontaneous power = G‖Ppe
−αLL = (8.5± 0.5)× 10−14 W. (5.28)

Note that the length of the waveguide is assumed to be 1 cm, which is shorter than
the optimal length for the forward-collection spontaneous Raman scattering exper-
iments. Therefore the signal intensity for both forward-collection and backward-
collection are almost identical.

In SRS, in addition to the pump of 20 mW, the Raman interaction is stimulated
by a Stokes beam with a power of 60 mW in free-space. The SRS signal is given
by

SRS power = g‖PpPsLeffe
−αL = (6.9± 0.2)× 10−9 W. (5.29)

The enhancement of SRS signal over the spontaneous Raman one is deter-
mined to be

enhancement =
SRS power

spontaneous power
= (8± 5)× 104. (5.30)
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In theory, the enhancement ratio of SRS can also be estimated through [3]

RateSRS/RateSpon = ns + 1, (5.31)

where ns is the number of Stokes photons within the analyte. The number of
Stokes photon within the analytes can be estimated as

ns =
Ps
~ω

Tfo
L

c/ng
exp(−αL)η0. (5.32)

In our experiment Ps = 60 mW is the power of the Stokes beam in free-space,
Tfo = 0.17 is the coupling efficiency from free-space to the waveguide, ~ω =

1.55 eV is the energy of the photon, L = 8 mm is the length of the waveguide, c
is the speed of light in vacuum, ng = 2 is the group velocity of the Stokes beam,
−α = 0.69/cm is the waveguide loss, η0 = 0.11 is the ratio of the Stokes beam
that is propagating within the waveguide. In this case, we estimate the enhance-
ment ratio to be (1.4± 0.4)× 105. This estimation is in reasonable agreement
with the other theoretical prediction and experiments, implying the consistency of
our theoretical treatments.

5.5.4 Discrepancy Between Simulations and Experiments

In the previous chapter, we have estimated in theory the spontaneous gain coeffi-
cient G‖ and the SRS gain coefficient g‖. We list the theoretical estimations along
with experimental results in Table 5.2.

Spon. Gain G‖ Stim. Gain g‖
Ratio between

g‖ and G‖
Theory 3× 10−7/m 2.1/(W m) 7× 106/W
Experiments 5× 10−9/m 6× 10−2/(W m) 1.2× 107/W

Ratio between theory 60 35 0.6and experiments

Table 5.2: The theoretical and experimental values of the spontaneous Raman gain
coefficient G‖ and the stimulated Raman gain coefficient g‖. The theoretical values of G‖
and g‖ are 60 and 35 times larger than the experimental values, respectively.

Surprisingly, on the one hand, we notice that the experimental values of both
SRS gain coefficient g‖ and spontaneous Raman gain coefficient G‖ are more than
one order of magnitude smaller than the theoretical estimations. On the other hand,
the theory gives a correct prediction of the ratio between g‖ and G‖.

A similar discrepancy has also been observed in on-chip spontaneous Raman
measurements for isopropyl alcohol (IPA) [1]. The experimental value of spon-
taneous Raman gain coefficient G‖ is also one order of magnitude smaller than
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the theoretical prediction. Possibly, this discrepancy arises from an overestima-
tion of the quantum enhancement. However, further investigations are necessary
to pinpoint its origin.

5.5.5 Estimation of the Ultimate SRS Performance

Although the stimulation by the Stokes beam dramatically intensifies the Raman
signal, it also induces extra shot noise to the system. The employment of room-
temperature detectors further deteriorates the signal-to-noise ratio. When deter-
mining the modulation frequency, the shot noise associated with 0.25 mW of
Stokes power incident on the balanced detector (corresponding to the maximum
power injection in the measurements) is measured to be 41 nV/

√
Hz, while the

dark noise is 71 nV/
√

Hz. It implies the dark noise still limits the performance in
our demonstrations.

In recording the SRS signal from 2 % DMSO, we used a time constant of
600 ms. It corresponds to a noise equivalent bandwidth of 114 mHz [2]. The total
noise is then 71 nV/

√
Hz ×

√
114 mHz = 23.9 nV. The signal was measured to

be 44 nV with 10 mW of guided Stokes power and 3 mW of guided pump power.
Given this signal and noise, we expected to have an SNR of 1.8. The estimation is
consistent with our experiments, where an SNR of 1.5 is obtained. If this electronic
noise would be suppressed by a better detector, the shot-noise-limited SNR will
increase to 3.5.

For a direct comparison, an SNR of 1.9 is measured in on-chip spontaneous
Raman measurement with 3 mW of pump power on the chip in backward col-
lection configuration. The integration time is 30 s. The integration time for the
spontaneous Raman experiment is the same as that we used to record 2 % DMSO
with SRS in Fig. 5.15(b) with a 3 cm−1 resolution. The major noise source of
the spontaneous measurements is the shot noise associated with the Raman back-
ground from the waveguide core.

On-chip spontaneous Raman scattering outperforms SRS with a small margin
under the current excitation level. The detection limit for both methods is around
1 % of DMSO. However, as we will show later, the SRS can gain more from im-
provements in both excitation powers and waveguide loss.

Before jumping into the discussion of improvements from the waveguide per-
spective, we emphasize that the current level of dark noise can be easily reduced
by a better balanced-detector. The balanced detector used in our setup has a noise
equivalent power (NEP) of 28.9 pW/

√
Hz, which accounts for the majority of the

dark noise observed in the SRS experiments. However, balanced detectors with a
much lower NEP (5 pW/

√
Hz) are commercially available [10]. With these low

noise balanced amplifiers, we believe it possible to work in the regime where the
shot noise from the local oscillator dominates the dark noise. Therefore we assume
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the fundamental noise source in SRS is the shot noise from the local oscillator. In
this case, the signal and noise of SRS are given by

Signal of SRS = TfoPp︸ ︷︷ ︸
input pump

TodTfo TfoPs︸ ︷︷ ︸
input Stokes

g‖Leffe
−αL T

~ω
, (5.33)

Noise of SRS =

√√√√TodTfo TfoPs︸ ︷︷ ︸
input Stokes

e−αL
T

~ω
, (5.34)

where T is the integration time, and ~ω is the energy of the Stokes photon. The
signal and the noise are all expressed as photon number. The meaning of the
parameters and their experimental values are listed in Table. 5.3.

parameters numerical value
facet-objective coupling Tfo 0.2
transmission after objective to detector Tod 0.35
waveguide loss α 0.26/cm
Stimulated Raman gain coefficient g‖ 4.3× 10−2 W−1 m−1

Spontaneous Raman gain for pure DMSO G‖ 5.9× 10−9 m−1

Spontaneous Raman gain for background G′‖ 2× 10−7 m−1

Settling time T for SRS 1 s
Integration time T for SpRaman 30 s
Interaction Length L 1 cm

Table 5.3: The parameters used for comparing the performance of stimualted Raman
scattering and spontanous Raman scattering.

In the spontaneous measurement, the dominant noise source is the shot noise
associated with the Raman response from the waveguide [11]. This is expected,
because we have a sizeable overlap between the guided mode and the silicon ni-
tride core. As a result, the Raman response of the waveguide core dominates the
Raman signal, and its shot noise constitutes the primary noise term. The signal
and noise of the spontaneous method become

Signal of SpRaman = TodTfo TfoPp︸ ︷︷ ︸
input pump

G‖e
−αLL

T

~ω
, (5.35)

Noise of SpRaman =

√√√√TodTfo TfoPp︸ ︷︷ ︸
input pump

G′‖e
−αLL

T

~ω
, (5.36)

where G′‖ is the spontaneous Raman gain of the waveguide core. For a 300-nm-
thick strip waveguide, G′‖ is approximately 2× 10−7/m. We emphasize that G′‖
arise from the thermodynamic effects [6] of the silicon nitride waveguide and it
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is immune to changes in the concentration of liquid analytes. To compare the
performance of both spontaneous and stimulated methods, we assume the pump
and the Stokes lasers in SRS are of equal power P/2 = Ps = Pp where P is the
pump power of the spontaneous method. In this case, we can ensure that the same
amount of power is incident into the system for both methods for a fair comparison.
The SNRs of these two configurations are given by

SNR of SRS = T 2
fo

√
e−αLTod

√
T

~ω

√
P 3

8
Leffg‖, (5.37)

SNR of SpRaman = Tfo

√
T

~ω
√
e−αLTod

√
PL

G‖√
G′‖

. (5.38)

There are a few important features to notice in these two equations:

1. The SNR of spontaneous Raman scattering is proportional to P
1
2 while the

SNR of SRS is proportional to P
3
2 . This suggests the performance of SRS

ramps up more quickly than that of spontaneous Raman measurement with
increasing excitation power within the waveguide.

2. The SNR of SRS is proportional to T 2
fo, and it is proportional to Tfo for

spontaneous measurements. It suggests the stimulated method gains more
from better facet couplers.

3. The SNR of SRS scales linearly with the effective length of the waveguide.
However, the SNR of spontaneous Raman scattering is proportional to L

1
2 .

Therefore improvements in fabrication that suppresses the waveguide loss
will provide a more substantial benefit to SRS.

4. The SNR of both spontaneous Raman scattering and SRS scales linearly
with the concentration of the analyte. So both techniques are suitable for
quantitative chemical analysis.

It is helpful to explore the ultimate performance of both SRS and spontaneous
Raman scattering in practical experimental conditions. Suppose we are probing
pure DMSO with the evanescent field of a 1-cm-long stripe waveguide. The pa-
rameters of the experiments are listed in Table. 5.3.

We first compare the performance of both modalities with varying excitation
powers. The estimated SNR for both techniques under varying excitations is
shown in Fig. 5.19(a). It is clear that the spontaneous Raman technique outper-
forms SRS at lower excitation levels. However, at elevated excitation powers, the
performance of SRS quickly catches up with and even surpasses its spontaneous
counterpart. At P = 700 mW, the SNR of SRS is about twice as good as that in
spontaneous Raman scattering.
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In Fig. 5.19(a), we notice there exists an excitation level that both spontaneous
and stimulated methods have the same SNR. This tipping point is influenced by
the coupling efficiency at the facet. In Fig. 5.19(b) we plot the relationship be-
tween the power of this tipping point and the facet coupling efficiency Tfo. It is
clear that improvements in Tfo will enable SRS to outperform spontaneous Raman
scattering at a relatively low excitation level.

(a) (b)

Figure 5.19: (a) Estimation of SNR for both spontaneous Raman scattering and SRS with
different excitation powers in free space. At a low excitation power, the spontaneous
technique outperforms SRS. However, the performance of SRS soon catches up with and
surpasses its spontaneous counterpart at a higher excitation power. (b) The excitation
power required for SRS to have the same performance as spontaneous Raman scattering is
plotted with varying facet coupling efficiency Tfo. With a better coupling scheme, the SRS
will outperform its spontaneous counterpart at a comparatively low power.

In Fig. 5.20(a) we investigate the impact of waveguide length on the perfor-
mance. The excitation power is set to P = 350 mW in this case. Note that the
pump and the Stokes power are Ps = Pp = 175 mW respectively. In both sponta-
neous and stimulated measurements, there exists an optimal length of the waveg-
uide. For spontaneous scattering, the optimal length Lopt,sp maximize

√
Le−αL.

For a waveguide with a loss of 1 dB/cm, the optimal length for spontaneous Ra-
man scattering is

Lopt,sp = 1/α = 4.34 cm. (5.39)

For the stimulated Raman scattering, the optimal length should instead maximize
Leff

√
e−αL and it is given by

Lopt,SRS = ln(3)/α = 4.77 cm. (5.40)

The optimal length of SRS is slightly longer than that for spontaneous Raman scat-
tering, which is consistent with what we found in Fig. 5.20. Suppose the waveg-
uide is always cut at its optimal length, we show the best available performance
for both methods in Fig. 5.20(b). The performance of spontaneous Raman scatter-
ing is less influenced by waveguide loss. In comparison, SRS benefits more in a
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low-loss waveguide and suffers more in a high-loss waveguide. It is worthwhile to
point out the performance of SRS “blows up” with a vanishing propagation loss.
Given that the current propagation loss (3 dB/cm) is already relatively low, im-
provements in waveguide loss might bring SRS a huge advantage. Note that we
assume we are using the forward-collection configuration. However, because we
are limited to the optimal length, the conclusion is also applicable to backward-
collected spontaneous signals.

(a) (b)

Figure 5.20: (a) The SNR of both SRS and spontaneous Raman scattering with different
wavelength lengths. There exist an optimal length for both methods. (b) If the length of the
waveguide is fixed at the optimal point, the best available performance is plotted for both
methods. SRS shows a steeper dependency on propagation loss.

5.5.6 Practical Improvements on SNR of SRS

In the previous section, we learned that SRS can benefit from a better coupling,
a higher excitation level and a lower waveguide loss. However, not all of these
improvements are straightforward to implement. For example, we cannot increase
the laser power indefinitely without damaging the waveguide facets. In practice,
we identify three improvements that can be incorporated in future SRS experi-
ments in a straightforward manner: (a) the reduction of coupling loss, (b) a better
modulation scheme and (c) the use of slot waveguides.

(a) It is demonstrated that mode size converters are capable of reducing the cou-
pling loss substantially from 7.5 dB to below 1 dB. According to Fig. 5.19
and the discussion on SNR, such an improvement in Tfo is capable of boost-
ing the signal level by more than 18 dB and the SNR by more than 12 dB.
However, most designs of such mode size converters do not take into ac-
count the requirement of an extremely low back-reflection. In the present
case, such a low back-reflection is required for waveguide-based SRS to get
rid of the spurious signal. Currently, we do not have an optimized mode size
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converter with a coupling loss lower than 1 dB in combination with a modal
reflection lower than −40 dB yet.

(b) Currently, our pump laser is direct-modulated with a 30 % modulation depth
by the input current, and a deeper modulation is not achievable without in-
troducing a significant distortion of the laser spectrum. Commercially avail-
able free-space resonant Pockel cells, acousto-optic modulators or broad-
band electro-optic modulators [3] can all achieve full-modulation of the
pump beam. The improvement in modulation depth from 30 % to 100 %

will improve the signal by 5.2 dB.

(c) The last enhancement we talked about is the use of slotted waveguide rather
than rib waveguides. It is shown in [12] that highly-confined slot waveguides
are capable of improving the Raman conversion efficiency g‖ by 8-times. If
the waveguide loss remains the same, the SRS will be improved by 9 dB by
slot waveguides. However, this enhancement is not yet observed in the cur-
rent SRS experiments because tested slot waveguides were excessively long
and lossy. As it is discussed in the previous section, the optimal length of
SRS scales with the inverse of the waveguide loss. Currently the propagation
loss for the tested waveguide can be as high as 10 dB/cm, and the optimal
length is only 0.45 cm. It is shown in Fig. 5.20(b) that the performance of
SRS is sensitive to the propagation loss and waveguide length. Compared
to spontaneous Raman experiment, the waveguide loss is more detrimental
to SRS as it not only limits the strength of the Raman scattered light, it also
lowers the enhancement gained from self-heterodyned detection by decreas-
ing the transmittance of the original Stokes beam. As a result, the expected
better performance of SRS in slotted waveguides has yet to be demonstrated.
We believe an optimization of the waveguide loss which is closely related
to the fabrication processes can reinstate the slot enhancement in SRS in the
near future.

In the current setup, we reach a 5-order-of-magnitude enhancement in signal
strength, and we believe there exist another 32.2 dB (= 18 dB + 5.2 dB + 9 dB)
enhancement that is achievable by a combination of these improvements.

5.6 Conclusions and Perspectives

We demonstrated, for the first time, SRS on a CMOS-compatible silicon nitride
waveguide with two CW excitations with room-temperature detectors. Apart from
the waveguide enhancement, the SRS signal is intensified by five orders of magni-
tude as compared to the on-chip spontaneous result thanks to the stimulated excita-
tion. The Raman spectra of 280 mM (2 %) of DMSO dissolved in water have been
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successfully recorded from a 1-cm-long waveguide with sub-10-mW excitations
on the chip and a time constant of 600 ms. Currently the ultimate performance of
SRS has not been fully explored. Practically, we can only probe approximately 1 %

of DMSO. However, based on the analysis given in Section 5.5.5 and Section 5.5.6,
we believe on-chip SRS will allow for sub-millimole detection for molecules with
bio-significance with improvements in modulation, waveguide design and light
coupling.

In replacing the deep-cooled detectors in spectrometers, our work holds the
potential to enable a full integration of the Raman sensor on a small foot-print chip
that is compatible with CMOS infrastructure. We envisage an on-chip multiplexed
SRS sensor with integrated multi-channel lock-in amplifiers each dedicated to a
specific Raman wavelength. We believe this work will open new opportunities in
real-time molecular identification and quantification, constituting a versatile tool
for drug development, health monitoring, and real-time environmental sensing.



EXPERIMENTAL DEMONSTRATION OF STIMULATED RAMAN SCATTERING IN THE

SILICON NITRIDE PLATFORM 5-37

References
[1] Ashim Dhakal, Ananth Z. Subramanian, Pieter Wuytens, Frédéric Peyskens,

Nicolas Le Thomas, and Roel Baets. Evanescent excitation and collection of
spontaneous Raman spectra using silicon nitride nanophotonic waveguides.
Optics Letters, 39(13):4025–4028, June 2014.

[2] Zurich Instruments AG. HF2 User Manual - ziControl Edition, 49900 edi-
tion.

[3] Ji-Xin Cheng and Xiaoliang Sunney Xie, editors. Coherent Raman Scattering
Microscopy. CRC Press, 2013.

[4] Silicon Photodiodes. https://www.hamamatsu.com/resources/
pdf/ssd/si_pd_kspd0001e.pdf.

[5] Bozena Jaskorzynska, Johan Nilsson, and Lars Thylén. Modal reflectivity
of uptapered, tilted-facet, and antireflection-coated diode-laser amplifiers.
Journal of the Optical Society of America B, 8(2):484–493, February 1991.

[6] Nicolas Le Thomas, Ashim Dhakal, Ali Raza, Frédéric Peyskens, and Roel
Baets. Impact of fundamental thermodynamic fluctuations on light propagat-
ing in photonic waveguides made of amorphous materials. Optica, 5(4):328–
336, April 2018.

[7] Scott A. Holmstrom, Todd H. Stievater, Dmitry A. Kozak, Marcel W. Pruess-
ner, Nathan Tyndall, William S. Rabinovich, R. Andrew McGill, and Ja-
cob B. Khurgin. Trace gas Raman spectroscopy using functionalized waveg-
uides. Optica, 3(8):891–896, August 2016.

[8] Victoria M. Wallace, Nilesh R. Dhumal, Florian M. Zehentbauer, Hyung J.
Kim, and Johannes Kiefer. Revisiting the Aqueous Solutions of Dimethyl
Sulfoxide by Spectroscopy in the Mid- and Near-Infrared: Experiments
and Car–Parrinello Simulations. The Journal of Physical Chemistry B,
119(46):14780–14789, November 2015.

[9] Pieter Wuytens. Surface-Enhanced Raman Spectroscopy for Intracellular
Sensing and Protease Activity Detection: From Chip Technology to Applica-
tions. PhD thesis, Ghent University, 2017.

[10] EXALOS Balanced Transceiver. http://www.exalos.com/
wp-content/plugins/csvproducts/lib/download.php?
pdf=/productinfo/spec/EBR370002-02.pdf.

[11] Ashim Dhakal. Nanophotonic Waveguide Enhanced Raman Spectroscopy.
PhD thesis, Ghent University, 2016.

https://www.hamamatsu.com/resources/pdf/ssd/si_pd_kspd0001e.pdf
https://www.hamamatsu.com/resources/pdf/ssd/si_pd_kspd0001e.pdf
http://www.exalos.com/wp-content/plugins/csvproducts/lib/download.php?pdf=/productinfo/spec/EBR370002-02.pdf
http://www.exalos.com/wp-content/plugins/csvproducts/lib/download.php?pdf=/productinfo/spec/EBR370002-02.pdf
http://www.exalos.com/wp-content/plugins/csvproducts/lib/download.php?pdf=/productinfo/spec/EBR370002-02.pdf


5-38 CHAPTER 5

[12] Ashim Dhakal, Ali Raza, Frédéric Peyskens, Ananth Z. Subramanian,
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6
Conclusions and Perspectives

6.1 Conclusions from the Presented Work

In this thesis, we explored if we can demonstrate coherent Raman scattering (CRS)
on the silicon nitride platform. The target of this research was to demonstrate
waveguide-based CRS sensors that combined both the wave-guiding enhancement
and coherent excitation enhancement mechanisms. We expected to have a much-
improved Raman signal that, combined with other photonic and electronic func-
tionalities, allowed for an all-on-a-chip integrated Raman spectroscopic system.
Two modalities of CRS were explored — coherent anti-stokes Raman scattering
(CARS) and stimulated Raman scattering (SRS).

In the first modality, CARS was considered as the natural extension of spon-
taneous Raman scattering. In spontaneous Raman scattering, we probe the newly
generated Stokes waves while the newly created anti-Stokes signals are detected
in CARS. Due to this similarity in the detection scheme, CARS was demonstrated
earlier than SRS in CRS microscopy, and it is more extensively used [1] nowadays.
However, our work revealed that waveguide-enabled CARS suffered from severe
limitations in detection bandwidth and wavelength length. CARS is usually mod-
eled as a degenerate four-wave mixing process, and it requires the phase-matching
condition between the pump beam, the Stokes beam and the newly created anti-
Stokes beam. In CARS, the frequency difference between these optical fields is
determined by the vibrational mode. Since the frequency shift of vibrational modes
is typically quite significant (a few tens of THz), in the first-order approximation,
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the phase-matching condition requires that the waveguide exhibits minimal group
velocity dispersion β2 at the pump wavelength.

This phase-matching condition was demanding for silicon nitride waveguides.
Silicon nitride itself has substantial material dispersion over the therapeutic win-
dow from 700 nm to 900 nm. The modest index contrast between the silicon ni-
tride core and the surround analytes, either gases or liquids, is usually insufficient
to introduce enough geometry dispersion. In this work, we focused on conven-
tional strip waveguides and slot waveguides available to us through the BioPIX
project. The height of these waveguides might not exceed 300 nm. The impact of
the waveguide geometry was carefully investigated for both TE and TM modes. In
the end, we concluded that our CARS platform was only suitable gas sensing and
thin-film detection if part of the silicon dioxide undercladding is removed. The
silicon nitride was not ideal for liquid sensing unless the waveguide length was
significantly reduced due to the trade-off between wavelength length and CARS
bandwidth. Since the CARS bandwidth was dictated by the frequency of the vi-
brational modes, one had to cut the waveguide length. This trade-off significantly
limited the applicability of CARS-on-chip for liquid samples. However, most Ra-
man analytes are themselves liquids or are dissolved in solvents. This inability to
probe liquid samples rendered the method of CARS-on-chip less appealing.

Although our quest for on-chip CARS was not successful, the study on group
velocity dispersion opened up the potential for silicon nitride nonlinear optics.
We showed that the silicon nitride waveguide could be engineered to possess
anomalous dispersion at 800 nm. This anomalous dispersion was made possible
by removing the silicon dioxide undercladding of the silicon nitride core. This
dispersion-engineering technique enabled a miscellaneous of silicon nitride non-
linear optical studies. Among them, supercontinuum generation (SCG) with a
pump laser below 1 µm was particularly interesting to us as it provided us with a
unique opportunity to deliver an integrated, broadband, and high-brightness source
for integrated biophotonic applications, precise frequency metrology, and optical
coherent tomography. With a dispersion-engineered waveguide, we obtained the
first visible-to-near-IR supercontinuum extending below 500 nm with a femtosec-
ond pump.

Subsequently, we shifted our focus to the modality of SRS. Compared to CARS,
a key advantage of SRS was that it was automatically phase-matched. However,
this advantage came at a price that unlike CARS and spontaneous Raman scatter-
ing where a new frequency component was probed, SRS detected a small intensity
variation of the incident beams. This SRS-induced intensity variation was so small
(10−6 to 10−8) that conventional detectors could not resolve it.

To record the SRS signal, we introduced the modulation transfer detection
scheme. Our on-chip demonstration of this detection scheme, however, was highly
sensitive to parasitic signals induced by the Kerr nonlinearity associated with the
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silicon nitride waveguide core. Although the nonlinear effects per se introduced
only phase shifts, these phase shifts could be converted to SRS-like parasitic sig-
nals by two interferometric paths. The first path was the Fabry-Perot cavity formed
by the waveguide facets. The second path was the Mach-Zehnder Interferometer
(MZI) formed by the cladding mode and the waveguides mode of the silicon nitride
waveguide.

With modification on the waveguide structure and the experimental setup, we
eventually eliminated these two parasitic signals and recorded for the first time the
Raman information of dimethyl sulfoxide (DMSO) with the on-chip SRS modal-
ity. Despite the complications in the experimental setup, the strength of the SRS
signal was found to be five orders of magnitudes stronger than its spontaneous
counterpart. A theoretical model was also developed in order to identify relevant
parameters. We also estimated in theory the ultimate performance of SRS and
spontaneous Raman scattering. At the moment, due to the extra shot noise inherent
to the SRS technique, and due to imperfections in our current setup, on-chip SRS
had not outperformed spontaneous Raman scattering yet. However, our theoretical
model revealed that SRS would outperform spontaneous Raman scattering with a
large margin if we can make improvements in facet coupling loss, waveguide loss
and increase the laser power.

In short, on-chip CRS had many aspects yet unexplored, but we have already
shown the potential of SRS in future all-on-a-chip Raman spectroscopic systems.
This significant enhancement allowed for the use of CW lasers with milliwatt-level
powers and uncooled detectors and, therefore, setting the basis of future all-on-a-
chip Raman spectrometers suitable for both gas and liquid detection.

6.2 Outlooks of Future Perspectives

The SRS system we used in this work was composed of a lock-in amplifier, a
balanced detector, and two CW lasers. Current, high-performance integrated lock-
in amplifiers have been realized [2, 3] where an input signal in the order of 100 nV

can be detected. Integrated silicon-based balanced detectors suitable for lab-on-
chip applications have also been demonstrated [4, 5]. Although monolithically
integrated diode lasers at this wavelength range have not been demonstrated, the
recent development of the transfer printing technique is promising to bring lasers
at 785 nm onto the waveguide [6–8]. We envisage to integrate an array of lasers
onto the chip, and each of the lasers is dedicated to one specific Raman mode. In
this way, we can capture the Raman spectrum without tuning the wavelength of
the lasers. With the development on the components, we believe it is promising to
demonstrate an all-on-a-chip SRS Raman system shortly.

A fully-integrated Raman system is expected to open up new applications. We
have mentioned in Chapter 1 that an all-on-a-chip Raman system, in combination
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with microfluidic systems [9, 10], can be used for biological detection, drug in-
dustry, and environmental sensing [11–14]. In addition to these applications, since
the integrated Raman system is capable of greatly reducing the cost, SRS-on-chip
might open up many new low-budget applications. For example, an integrated Ra-
man sensor might be used to monitor the quality of the food. Raman spectroscopy
has been utilized to determine the quality of single malt Whiskey [15], fresh
milk [16, 17], the quality of olive oil [18] and powder adulterants in food [19]. Cur-
rently, Raman microscopes are employed in these demonstrations, which proves
to be too expensive. Given the tremendous need for food authentication tools to
prevent food fraud [20, 21], and given the chemical specificity provided by the Ra-
man technique, the integrated Raman sensor will undoubtedly play a critical role
in in-situ food quality screening.

Apart from integration, we can also move the waveguide-enabled CRS tech-
niques forward by working on the following incremental improvements of the cur-
rent Raman sensors:

Improve the signal strength of SRS In Chapter 5 we discussed the possibilities
of enhancing the SRS signal by three orders of magnitudes through a combi-
nation of a better modulation scheme, a better balanced-detector, a low-loss
and low-modal-reflection spot size converter, and low-loss slot waveguides.
We believe these improvements are feasible to implement on the current
setup. These improvements are expected to enhance the signal by at least
three orders of magnitudes. With this three-order-of-magnitude enhance-
ment, on-chip SRS is expected to find many exciting applications.

Another improvement that benefits us is the suppression of Raman back-
ground associated with the silicon nitride core. A primary advantage of SRS
is that the shot noise associated with the Raman signal from the silicon ni-
tride core is no longer the limiting factor in SRS experiments. However, this
substantial background itself might be a few orders of magnitude stronger
than the Raman signal from analytes in the cladding. In this case, it is very
challenging to subtract the background from the overall signal to re-discover
the Raman spectra of the analytes.

Resolving the discrepancy between theory and experiments To implement CRS
in an integrated system, we need to have a better understanding of the the-
ory of SRS. Currently, there exists a considerable discrepancy between the
theoretical estimation and the experimental measurement for spontaneous
Raman gain G‖ and stimulated Raman gain g‖. We have briefly discussed
this discrepancy in Section 5.5.4. As the quantum mechanical description
employed in this work has estimated the strength of spontaneous Raman
scattering and SRS in fibers with a high precision, this discrepancy suggests
the theory we are using might have overlooked some crucial aspects on the
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implementations. A better understanding of the theory is needed to identify
the optimal design parameters for CRS sensors.

Exploiting plasmonic enhancement Plasmonic structure integrated on the top
surface of a silicon nitride waveguide might significantly enhance CRS sig-
nals [22]. Both CARS and SRS can reap the benefits of plasmonic en-
hancement. We have already discussed one benefit of surface-enhanced
CARS in Section 4.2.4 that the phase-matching condition is less a problem
in a plasmonic waveguide. Because CARS has a much more straightfor-
ward detection scheme where no modulation transfer detection is required,
CARS might constitute an excellent complementary CRS-sensor for future
all-on-a-chip Raman. In the case of SRS, because the plasmonic struc-
tures enhance both excitations, surface-enhanced SRS signal can be en-
hanced by a billion-fold over surface-enhanced spontaneous Raman scat-
tering (SERS) [23]. This dramatic enhancement is forecast to allow for
single-molecule Raman spectroscopy.
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A
A Quantum Mechanical treatment of

stimulated and spontaneous Raman
scattering

In this appendix, we will present the quantum mechanical treatment for both spon-
taneous Raman scattering and stimulated Raman scattering. This treatment has
been laid down in the Ph.D. thesis of David Alan Wardle [1]. It is reproduced here
mostly for completeness.

We start from the quantization of optical fields and the molecules. The light-
matter interaction is then treated with the electric dipole approximation. This mi-
croscopic description of Raman scattering is then connected to macroscopic equa-
tions. With these macroscopic equations, we will investigate Raman scattering in
bulk media and waveguides.

A.1 Quantization of Electromagnetic Wave

Electromagnetic radiation is usually treated as a wave-like object. The introduction
of the particle-like properties is usually performed in the framework of second
quantization. The comprehensive discussion of second quantization can be found
in many textbooks, for example, [2, 3]. The quantization of optical fields starts
from a finite volume. In a bounded system, the electric field can be written as a
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summation of discrete modes:

E(r, t) = i
∑
k

√
~ωk
2ε0

[αke
−iωktuk(r)− c.c.], (A.1)

where αk is the dimensionless amplitude of the k-th mode, ωk is the angular fre-
quency of the k-th mode, uk is one of the mode functions and c.c. is the shorthand
for complex conjugate. The mode function uk satisfies the condition that(

∇2 +
ω2
k

c2

)
uk = 0. (A.2)

It also satisfies the transversality condition

∇ · uk = 0. (A.3)

To quantize the field, we αke−iωkt by annihilation operator ak. In this case,
the electric field operator E is given by

E(r, t) = i
∑
k

√
~ωk
2ε0

[akuk(r)− h.c.], (A.4)

where ak is the annihilation operator for the k-th mode. h.c. stands for Hermitian
conjugate.

The Hamiltonian of this field is given by

HF =
∑
k

~ωka
†
kak, (A.5)

where a†k is the Hermitian conjugate of ak which is also called creation operator.
a†k and ak are also referred to as ladder operators.

A.1.1 Mode Function for Bulk Medium

It is convenient to write down explicitly the modes functions for some particular
configurations. We first take a look at the mode functions of bulk media. Suppose
we start from a finite cubic volume whose dimension is L = V

1
3 where V is its

volume of the cube. Also, suppose we impose the periodic conditions on this cube,
which are

uk(−L/2, y, z) = uk(L/2, y, z), (A.6)

uk(x,−L/2, z) = uk(x, L/2, z), (A.7)

uk(x, y,−L/2) = uk(x, y, L/2). (A.8)
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The mode functions for this cube can be solved from Eq. (A.2) and Eq. (A.3).
They are

uk(r) = ê
1√
V
eiβk·r, (A.9)

where ê is the polarization direction of the electromagnetic field. βk is the wave
number of the field and it is given by

βk =
2πk

L
. (A.10)

Here, k is a three-dimensional vector that all of its components are integers. The
dispersion between the angular frequency and the wave number for bulk media can
be written as

ωk = c(ωk)|βk|. (A.11)

where c(ωk) is the phase velocity of the k-th mode.

A.1.2 Mode Function for Waveguides

In a wave-guiding structure, suppose the light is confined on the xy plane. The
periodic condition then applies only to z, which is the propagation direction of the
electromagnetic field. The boundary condition is

uk(x, y,−L/2) = uk(x, y, L/2). (A.12)

The mode functions within this waveguides can also be solved from Eq. (A.2)
and Eq. (A.3). They are

uk(r) = êfk(x, y)
1√
L
eiβkz (A.13)

where fk is the transverse mode profile, and βk is the wave number of the k-th
guided mode. The wavenumber is related to L as

βk =
2πk

L
. (A.14)

In this equation, k is a positive integer. The dispersion relationship between ωk
and βk is given by

ωk = c(ωk)βk, (A.15)

where c(ωk) is the phase velocity of the k-th mode.
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A.1.3 Density of State

Later in this Appendix, we would need to estimate the number of photon and
phonon mode. It is convenient to introduce the density of state (DOS), which is
defined as the number of modes per unit angular frequency. Because each state
occupies a unit volume in the k space, in practice the DOS is usually computed by
estimating the volumes.

In a bulk medium, the DOS at the vicinity of ωk is given by

ρf (ωk) = 4π

(
L

2πc(ωk)

)3

ω2
k.

Similarly, the DOS of a waveguide at the vicinity of ωk is

ρw(ωk) =
L

2πc(ωk)
.

A.2 Quantization of Molecules
Molecules are composed of nuclei and electrons. For a molecule with M particles
(N electrons and M −N nuclei), its wave function Ψ satisfied the non-relativistic
Schrödinger equation[
M∑
k=1

p2
k

2mk
+ V (r1, r2, · · · , rM )

]
Ψ(r1, r2, · · · , rM ) = i~

∂

∂t
Ψ(r1, r2, · · · , rM ).

(A.16)
Here pk is the moment operator for the k-th particle. mk is the mass of the particle
and rk is its position. V is the total Coulomb interaction potential and Ψ is the
wave function of the whole molecule.

Because the mass of a nucleus is much heavier than that of an electron, it is
usually a good approximation to assume the nuclei are stationary. This approx-
imation is called Born-Oppenheimer approximation. In this approximation, the
Schrödinger equation becomes[

N∑
k=1

p2
k

2me
+ V (r1, r2, · · · , rN ;R)

]
Ψ(r1, r2, · · · , rN ;R)

= i~
∂

∂t
Ψ(r1, r2, · · · , rN ;R). (A.17)

Here me is the mass of an electron, pk is the momentum operator for the k-th
electron and rk is the position of this electron. R is a parameter that takes into
account the position of all the nuclei. Ψ is the wave function of the electron.

Eq. (A.17) contains information about two things: (1) the distribution of the
electrons in space and (2) the temporal evolution of the system. In most cases, we
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are only concerned with the temporal evolution of the wave function. In this case,
we can rewrite the Schrödinger equation to

H |χ(t)〉 = i~
∂

∂t
|χ(t)〉 , (A.18)

where H is the total Hamiltonian and |χ(t)〉 is the state of the system.
The Hamiltonian arises from the electronic configuration is given by

HE =
∑
q

~ωq |q〉 〈q| . (A.19)

where |q〉 is one of the electron eigenstate and ωq is the angular frequency of this
state.

Inserting Eq. (A.19) to Eq. (A.18), we obtain the general solution to |ϕE(t)〉
as

|χ(t)〉E =
∑
q

cq(t)e
−iωqt |q〉 , (A.20)

where cq are time-independent at this moment. As no light-matter interaction is
considered for the moment, the electron will not be excited or relax, and cq(t) will
not vary in this case.

As we will show later, the molecule is interaction with optical fields is mod-
eled with electric dipole interaction. It is useful to define dipole matrix elements
dpq(R) as

dpq(R) = e0

∫
d3r1 · · ·

∫
d3rNΨ∗p

[
N∑
k=1

rk

]
Ψq. (A.21)

where e0 is the electron charge and rk is the location of the k-th electron. The
dipole moment operator for the electrons is defined as

D(R) =
∑
p,q

dpq |p〉 〈q| . (A.22)

In principle q and p and run through all the electronic states of a molecule.
However, it is usually sufficient to consider only two electronic states — the
ground state and the first excited state. The ground state is the state among |q〉
that has a lowest energy while the first excited state |e〉 has the second lowest
energy. In this case, the dipole moment operator can be simplified to

D(R) = deg(R)(|e〉 〈g|+ |g〉 〈e|). (A.23)

A.2.1 Nuclear Motion

In Chapter 2, we mentioned that the dipole moment of a molecule is influenced by
the configuration of the nucleis from a classical perspective. From the definition of
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D(R), we can see the dipole moment operator is explicitly dependent onR, which
manifest the impact of the configuration of nuclei on the dipole moment operator.

Recall that the vibrational motions can be treated as a collection of independent
oscillators. If we denote Ql as the normal coordinate of the l-th mode, the dipole
matrix element dpq can be expanded at R0 as

dpq(R) = dpq(R0) +
∑
l

∂dpq(R)

∂Ql

∣∣∣∣
R0

Ql + · · · , (A.24)

where the definition of R0 is the same as Chapter 2. The summation should run
through all the vibrational modes. However, as the vibrational modes are mutually
independent, it is sufficient to focus on one particular vibrational mode for inves-
tigation. In this Appendix we will also not consider higher-order corrections of
Ql to dpq(R). In this case, we can drop the subscript l and the dipole moment
operator is simplified to

D(R) =

(
deg(R0) +

∂dpq(R)

∂Q

∣∣∣∣
R0

Q

)
(|e〉 〈g|+ |g〉 〈e|)

= (deg + d′egQ)(|e〉 〈g|+ |g〉 〈e|). (A.25)

Having established that the vibration modes can be regarded as independent
harmonic oscillators, we can write down the Hamiltonian for a certain normal
mode as

Hn = ~Ωb†b, (A.26)

where b is the annihilation operator of the for this normal mode and Ω is the vibra-
tional frequency. The eigenstate of this Hamiltonian is a number state that satisfies
Hn |n〉 = n~Ω |n〉. The quantization unit of energy associated with a vibrational
mode ~Ω is also called phonon.

The general solutions of the vibrational mode are

|χ(t)〉N =

∞∑
n=0

cn(t)e−inΩt |n〉 , (A.27)

where cn(t) is independent of time at this stage as we have not considered ex-
plicitly the light-matter interaction. In this case, there are no phonons created or
annihilated.

The normal coordinate of a normal mode can be given by the ladder operator
b and b† as

Q =

√
~

2M|Ω|
(b+ b†). (A.28)

Here,M is the effective mass of this vibrational mode.



A QUANTUM MECHANICAL TREATMENT OF STIMULATED AND SPONTANEOUS

RAMAN SCATTERING A-7

A.3 Light-Matter Interaction

In the previous section, we have introducte the quantization of the fields and the
vibrational modes of molecules. In this section, we will consider explicitly the
process of Raman scattering. To begin with, we first write down explicitly the
electric fields involved in Raman scattering. In both spontaneous Raman scattering
and stimulated Raman scattering, a photon in pump mode is scattered to signal
mode. Therefore, we need to consider two optical modes. Besides, since the pump
mode is sufficiently intense, it can be treated as a classical electromagnetic wave.
In contrast, the signal beam is usually weak (especially for spontaneous Raman
scattering, which starts from vacuum fluctuations). It should be treated quantum
mechanically. Therefore, the electric fields of these two modes are given by

E(r, t) = i

√
~ωp

2ε(ωp)
[αpe

−iωstup(r)−h.c.]+i

√
~ωs

2ε(ωs)
[asus(r)−c.c.], (A.29)

where ωs and ωp are the angular frequency for the pump mode and the signal mode
respectively. us and up are their mode functions. α is related to the electric field
of the pump mode and as is the annihilation operator of the signal mode.

The state of the whole system, including molecule and two optical fields, are
be described by ∑

q=g,e
m=0→∞
n=0→∞

cqmn(t)e−iωqte−iΩte−inωt |q〉 |m〉 |n〉 . (A.30)

Here |q〉 is either the ground state |g〉 or the first excited state |e〉. |m〉 is the number
state of the vibrational mode, and |n〉 is the number state of the signal mode.

The Hamiltonian of the system is

H = HE +HN +HF +H ′, (A.31)

where HE is the Hamiltonian associated with the electronic configuration given in
Eq. (A.19). HN is the Hamiltonian associated with the vibrational mode given in
Eq. (A.26). HF is the Hamiltonian of the optical fields given in Eq. (A.5). H ′ is
the interaction energy between the molecule and the optical fields.

H ′

is given by
H ′ = D ·E(r), (A.32)

where we have implicitly assumed the light-matter interaction is mediated by the
electric dipole.
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Rewriting the light-matter interaction in the interaction picture is useful. The
wave function in the interaction picture is defined as

|Ψ(t)〉I = ei(He+Hn+HF )t/~ |Ψ(t)〉

=
∑
q=g,e

m=0→∞
n=0→∞

cqmn(t) |q〉 |m〉 |n〉 . (A.33)

The Schrödinger equation in interaction picture becomes

H ′I(t) |Ψ(t)〉I = i~
∂

∂t
|Ψ(t)〉I ,

with the Hamiltonian in interaction picture H ′I is given by

H ′I(t) = ei(He+Hn+HF )t/~H ′e−i(He+Hn+HF )t/~. (A.34)

A.3.1 Perturbation Approximation of Light-Matter Interaction

From here on, the investigation of light-matter interaction will always be carried
out in the interaction picture. Therefore we will drop the subscript of I to avoid
unnecessary complications. Suppose the system is in the state |g〉 |m〉 |n〉 at t = 0,

|Ψ(t = 0)〉 = |g〉 |m〉 |n〉 . (A.35)

Physically this equation means the molecule is in ground state and it hasm phonons
in the vibrational mode. The incoming signal mode has n photons.

Based on the time-dependent perturbation theory, the evolution of |Ψ(t = 0)〉
under the influence of H ′ can be expressed as a dyade series as

|Ψ(t)〉 = |Ψ(0)〉+

∞∑
n=1

(
1

i~

)n ∫ t

0

dτn

∫ τn

0

dτn−1 · · ·
∫ τ2

0

dτ1 (A.36)

H ′(τn)H ′(τn−1) · · ·H ′(τ1) |Ψ(0)〉 . (A.37)

In this equation, the n-th integral on the right-hand side is called the n-th order
order perturbation.If the time scale t we considered is short (that is tH ′/~ �
1), the contribution from higher-order terms damps down rapidly. And we can
approximate |Ψ(t)〉 with the first few terms.

In Raman scattering, one pump photon is annihilated to create one Stokes pho-
ton and one phonon, yielding a final state of

|ΨF 〉 = |g〉 |m+ 1〉 |n+ 1〉 . (A.38)

The probability that the initial state of |Ψ(t = 0)〉 evolves to |g〉 |m+ 1〉 |n+ 1〉
is given by

p = |〈n+ 1| 〈m+ 1| 〈g|Ψ(t)〉|2 (A.39)
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Raman scattering is induced by the second-order perturbation [2, 3]. The prob-
ability that the initial state of |Ψ(t = 0)〉 evolves to |g〉 |m+ 1〉 |n+ 1〉 through
Raman scattering is given by

p =

∣∣∣∣∣ 〈n+ 1| 〈m+ 1| 〈g|
(

1

i~

)2 ∫ t

0

dτ2

∫ τ2

0

dτ1H
′(τ2)H ′(τ1)|g〉|m〉|n〉

∣∣∣∣∣
2

.

(A.40)
With the Hamiltonian given in Eq. (A.34). The Raman scattering probability can
be evaluated explicitly to

p =

∣∣∣∣∣i
√
ωpωs(n+ 1)(m+ 1)

8~εpεs

√
1

M|Ω|
αf(Ω + ωs − ωp, t)up(r)M4u

∗
s(r)

∣∣∣∣∣
2

,

(A.41)
where M4 is a matrix given by

M4 =
∑
e

[(
1

ωe − ωg − ωp
+

1

Ω + ωe − ωg + ωs

)
degd

′t
eg

+

(
1

ωe − ωg − ωp
+

1

Ω + ωe − ωg + ωs

)
d′egd

t
eg

]
. (A.42)

Here f(Ω, ωs, ωp, t) is defined as

f(Ω + ωs − ωp, t) =
1

i(Ω + ωs − ωp)
ei(Ω+ωs−ωp)t−1 (A.43)

It is noteworthy that Ω is the angular frequency of the vibration (~Ω is the energy
of the phonon), ωs and ωp are the angular frequency of the signal mode and the
pump mode respectively. There is no requirement on the relation between ωs−ωp
and Ω.

A.4 Raman Scattering from An Ensemble of Molecules

In the previous section, we derived the microscopic probability p of Raman scatter-
ing. Precisely, this is the probability that, a photon in one particular pump mode is
scattered into one particular signal mode mediated by one particular phonon mode
after time t. This particular phonon mode has m phonons.

In this section, we will consider the Raman scattering from an ensemble of
molecules modes within volume dV . We start from counting the number of photon
states within the volume dV . In thermal equilibrium, the probability that a phonon
mode has m phonons is given by B(Ω,m, T )

B(Ω,m, T ) =
(

1− e−
~|Ω|
kT

)
e−

m~|Ω|
kT , (A.44)
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where k is the Boltzmann’s constant and T is ambient temperature.
The number of phonon modes within the range of [Ω,Ω + dΩ] is given by

ρ(|Ω|)dV dΩ. (A.45)

Therefore, the number of phonon modes having m phonons in a small volume
dV within the range of [Ω,Ω + dΩ] is given by

B(Ω,m, T )ρ(|Ω|)dV dΩ. (A.46)

Assuming that the scattering are incoherent, the probability that a photon in
one particular pump mode is scattered into one particular signal mode mediated
by all phonon mode with m phonons within a volume of dV within frequency the
range of [Ω,Ω + dΩ] and after time t is given by

Pm(t,Ω) = p×Nphonon states

= p×B(Ω,m, T )ρ(|Ω|)dV dΩ (A.47)

Using the probability p given in Eq. (A.41), we have

Pm(t,Ω) = B(Ω,m, T )ρ(|Ω|)dV dΩ
ωpωs(n+ 1)(m+ 1)

8~εpεs
1

M|Ω|
|α|2

× |f(Ω + ωs − ωp, t)|2|up(r)|2|us(r)|2
(
etpM4es

)2
(A.48)

where
(
etpM4es

)2
denotes an average over all orientations of the Raman scatters.

Taken into account the contribution of all frequencies Ω, we can derive the
probability of scattering after time tmediated by all modes withm phonons Pm(t)

Pm(t) =

∫ +∞

−∞
Pm(t,Ω)dΩ (A.49)

Note that f(Ω + ωs − ωp, t) is a similar to a Dirac function. It has a peak at
Ω = ωp − ωs and it is basically zero everywhere else. Therefore, all the terms
except for f(Ω + ωs − ωp, t) can be taken out from the integral. The assumption
is valid for CW excitations. Since we will be mostly concerned with CW Raman
scattering, we can simplify Eq. (A.49) as

B(Ω,m, T )dV dΩ
ωpωs(n+ 1)(m+ 1)

8~εpεs
ρ(|Ω|)

(
etpM4es

)2
M|Ω|

|α|2

× |up(r)|2|us(r)|2
∫ +∞

−∞
|f(x, t)|2dx, (A.50)
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The integral can also be solved to∫ +∞

−∞
|f(x, t)|2dx = 2πt. (A.51)

The scattering rate is the time derivative of Pm(t), which is given by

ratem = B(Ω,m, T )dV
ωpωs(n+ 1)(m+ 1)

8~εpεs
ρ(|Ω|)

(
etpM4es

)2
M|Ω|

|α|2

× |up(r)|2|us(r)|22π (A.52)

Physically, ratem denotes the transition rate from one particular pump mode to
one particular signal mode mediated by all phonon modes with m phonons. We
have also implicitly required Ω = ωp − ωs in this equation due to the property of
f(Ω + ωs − ωp, t).

A.5 Material Raman Function
In our derivation of ratem, we notice the scattering rate is proportional to

(
etpM4es

)2
.

A closer inspection reveals that this term is only dependent on the angle formed
by ep and es. It is convenient to introduce material Raman response functions as

M‖ =
ρ(|Ω|)

(
etpM4es

)2
M|Ω|

, ep is parallel to es.

M⊥ =
ρ(|Ω|)

(
etpM4es

)2
M|Ω|

, ep is perpendicular to es.

The material Raman response functions contain the microscopic features of
Raman scattering. The electric dipole (deg), and the effective mass of the vibra-
tional modeM are all included in M(|Ω|). It is noteworthy that although one can
calculate M(|Ω|) from first principles, it is more practical to estimate their val-
ues from experiments. In Chapter 3 we have connected the strength of material
response functions to Raman scattering cross-sections.

A.6 Experimental Raman Scattering
In this section, we will establish the relation between microscopic quantity ratem

and the macroscopic quantities — the intensity of the scattered light. The section
is split into two parts, we first derive the macroscopic equations for spontaneous
Raman scattering and then the treatment is extended to stimulated Raman scatter-
ing. In this section we will consider only parallel excitations. The extension to
perpendicular excitations is discussed in Chapter 3
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A.6.1 Intensity of Light

It is convenient to deal with the intensity of optical fields rather then its amplitude.
According to Ref. [3], the intensity of an optical field can be written as

Is(r) = c(ω)~ωsn|us(r)|2, (A.53)

Ip(r) = c(ωp)~ωp|α|2|up(r)|2. (A.54)

The total power of can then be calculated as

Ps = c(ω)~ωsn
∫ ∞
−∞
|us(r)|2dA (A.55)

Pp = c(ω)~ωp|α|2
∫ ∞
−∞
|up(r)|2dA (A.56)

where the intensity of a beam is measured as the optical power per unit area inci-
dent on a plane (A) normal to the propagation direction of the beam itself and dA

is the unit area of this plane (A). Specially, for waveguide modes, we have

Ps = c(ω)~ωsn
∫ ∞
−∞

dy

∫ ∞
−∞

dx|us(r)|2 = c(ωs)~ωsn
1

L
, (A.57)

Pp = c(ω)~ωp|α|2
∫ ∞
−∞

dy

∫ ∞
−∞

dx|up(r)|2 = c(ωp)~ωp|α|2
1

L
. (A.58)

Here, L is a arbitrary length that is defined in Eq. (A.13).

A.6.2 Spontaneous Raman Scattering

We know that ratem describes the transition rate from one particular pump mode to
one particular signal mode mediated by all phonon modes withm phonons. To ob-
tain the number of photon scattered spontaneously, we have to first multiply ratem

by the number of signal modes within [ωs, ωs + dωs], and take the summation of
over m, which is

∞∑
m=1

(ratem ×Nsignal modes). (A.59)

This equation gives the transition rate from one particular pump mode to Nsignal modes

signal modes mediated by all phonon modes with any number of phonons. It is
noteworthy that we assume the pump beam is CW. That is all the pump photons
are within one optical state.
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A.6.2.1 Spontaneous Scattering in Bulk Medium

In a bulk medium, the number of the signal modes is given by

ρf (ωk) = 4π

(
L

2πc(ωk)

)3

ω2
k. (A.60)

Therefore the total power of the spontaneously scattered photons within a fre-
quency range of dωs is given by

dPs = ~ωs
∞∑
m=1

Nphoton states × ratem

= ~ωs
∞∑
m=1

4π

(
L

2πc(ωs)

)3

ω2
s

dS

4π
dωs × ratem

=

∞∑
m=1

4π

(
L

2πc(ωs)

)3

ω2
s

dS

4π
dωsB(Ω,m, T )dV

ωpωs
8~ε(ωp)ε(ωs)

M‖

× (m+ 1)|α|2|up(r)|2|us(r)|22π~ωs, (A.61)

where we also take into account only a portion of photon is propagation within a
solid angle of dS. Since both pump and signal modes supposed to be plane waves,
the power of the pump beam incident on the volume of dV is given by

Pp = c(ωp)~ωp|α|2|up(r)|2dA (A.62)

where we have assumed the volume is given by dV = dAdz. In this case, we have

|α|2|up(r)|2|us(r)|2 =
Pp

c(ωp)~ωpdA
1

V
=

Pp
c(ωp)~ωpdA

1

L3
. (A.63)

If we place Eq. (A.63) into Eq. (A.61), we have

Ps = Pp
ωs
ωp

ωpω
3
s

32π2~2ε(ωp)ε(ωs)

1

c3(ωs)c(ωp)
M‖

[ ∞∑
m=0

B(Ω,m, T )(m+ 1)

]
dSdzdωs

= Pp
ωs
ωp

ωpω
3
s

32π2~2ε(ωp)ε(ωs)

1

c3(ωs)c(ωp)
M‖h(Ω, T )dSdzdωs. (A.64)

where Ps is the power of the scattered photon over a distance of dz, lies within a
frequency interval of [ωs, ωs + dωs] and a solid angle of dS. We also define a new
function h(Ω, T ) which is dependent on the temperature and the phonon frequency
as

h(Ω, T ) =

{
(1− e− ~Ω

kT ) if Ω > 0 (Stokes)
(e−

~Ω
kT − 1) if Ω < 0 (anti-Stokes)

. (A.65)

It is worth mentioning there is a difference in terminology. In this Appendix,
dS represents the solid angle over which we collect scattered photons while in
Chapter 3 the solid angle is denoted by dΦ.
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A.6.2.2 Spontaneous Raman Scattering in Waveguides

Similarly, we can obtain the total power of photons scattered spontaneously within
a waveguide. The density of the signal mode within a waveguide is given by

ρw(ωk) =
L

2πc(ωk)
. (A.66)

The mode function is defined in Eq. (A.13). Over a small volume of dV , the
total power of the scattered photon is

dPs = ~ωs
∞∑
m=1

ratem ×Nphoton states

=

∞∑
m=1

L

2πc(ωk)
dωB(Ω,m, T )dV

ωpωs
8~ε(ωp)ε(ωs)

M‖

× (m+ 1)|α|2|up(r)|2|us(r)|22π~ωs. (A.67)

With Eq. (A.57) and Eq. (A.58) we have

|α|2|up(r)|2|us(r)|2 =
LPp

c(ωp)~ωp
|fp(r)|2

L

|fs(r)|2

L
(A.68)

Recall that dV = dzdA. We can integrate dPs over dA to derive the total
scattered power that is coupled into the signal mode us. It is given by

Ps =

∫
A

dPs

= Pp
ω2
s

8~ε(ωp)ε(ωs)
1

c(ωs)c(ωp)
h(Ω, T )dzdωs

∫ ∞
−∞

dy

∫ ∞
−∞

dx|fp(r)|2|fs(r)|2M‖

(A.69)

A.6.3 Stimulated Raman Scattering
A.6.3.1 Scattering from Signal to Pump

In stimulated Raman scattering, because the signal field are intense, we need to
consider the reverse process the Raman scattering. In this case, a signal photon
is also possible to be scattered into the pump field. This process is called inverse
Raman scattering. Assume the system starts at a state

|Ψi〉 = |g〉 |m〉 |n〉 . (A.70)

In inverse Raman scattering, one pump phonon is created with one signal photon
and one phonon are destroyed. Therefore, the final state is given by

|Ψf 〉 = |g〉 |m− 1〉 |n− 1〉 . (A.71)
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The calculation of the probability of inverse scattering is similar to Eq. (A.41).
With some algebra, the probability of inverse Raman scattering is found to be

p′ =
ωpωsnm

8~εpεs
1

M|Ω|
|α|2f2(Ω, ωs, ωp, t)|up(r)|2|us(r)|2

(
etpM4es

)2
. (A.72)

We notice that the probability of pump-to-signal scattering is similar to signal-to-
pump scattering. One only has to replace (m + 1)(n + 1) in the former situation
with mn to obtain the latter situation.

A.6.3.2 Stimulated Raman Scattering in Bulk Medium

In stimulated Raman scattering, the total transition rate is the difference between
the pump-to-signal transition rate and the signal-to-pump transition rate.

In stimulated Raman scattering, we are only concerned with one signal mode.
Therefore, it is not necessary to multiply ratem with the number of signal states.
Besides, since n� 1, we can take the approximation that (n+ 1) ≈ n. The total
transition rate is then

B(Ω,m, T )dV
ωpωs

8~ε(ωp)ε(ωs)
M‖n|α|

2|up(r)|2|us(r)|22π (A.73)

Notice that the intensity is related to transition rate as

dIs = rate× ~ωs
dA

, (A.74)

Taking into account the relation between intensity and mode functions, the
change of the intensity of the signal mode over a distance of dz is given by

dIs =
πω

4~2ε(ωp)ε(ωs)

M‖

c(ωp)c(ωs)
Ip(r)Is(r)dz. (A.75)

A.6.3.3 Stimulated Raman Scattering in Waveguides

The stimulated Raman scattering in the waveguide is similar to Eq. (A.73). We
only need to change the mode functions in free space to the mode functions in
waveguides. Starting from

πωpωs
4~ε(ωp)ε(ωs)

M‖
LPs

c(ωs)~ωs
LPp

c(ωp)~ωp
|up(r)|2|us(r)|2dAdz (A.76)
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Integrating the rate over the volume, we have the

dPs = ~ωs
πωpωs

4~ε(ωp)ε(ωs)
LPs

c(ωs)~ωs
LPp

c(ωp)~ωp

(∫ ∞
−∞

dy

∫ ∞
−∞

dx|up(r)|2|us(r)|2M‖
)

dz

= ~ωs
πωpωs

4~ε(ωp)ε(ωs)
LPs

c(ωs)~ωs
LPp

c(ωp)~ωp

(∫ ∞
−∞

dy

∫ ∞
−∞

dx
|fp|2

L

|fs|2

L
M‖

)
dz

= ~ωs
πωpωs

4~ε(ωp)ε(ωs)
Ps

c(ωs)~ωs
Pp

c(ωp)~ωp

(∫ ∞
−∞

dy

∫ ∞
−∞

dx|fp|2|fs|2M‖
)

dz

(A.77)

where dP is the change of the power of the signal mode over a distance of dz

within the waveguide.
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B
Process flow of facet polishing

In Chapter 5, we mention that a facet polishing technique is employed to suppress
the reflection of light back to the guided modes at the waveguide facet. In this
appendix, we will describe in detail the procedure for polishing the facets.

Fig. B.1(a) shows the structure of the silicon nitride sample we received from
imec. For facet polishing, the sample is first diced along an angle of 15◦ with
regard to the propagating direction of the guided mode, and the resulted structure
is shown in Fig. B.1(b). The surface roughness of diced facets is in the range
of 10 µm to 20 µm depending on the composition and thickness of the diamond
saw [1]. This roughness is unacceptable for high-efficiency butt coupling.

To increase the coupling efficiency, we should reduce the surface roughness to
the nanometer range. A straightforward method to smooth the facet is to lap and
polish the end-facet of the whole sample. In this process, a rotating polishing head,
called jig, holds the sample and moves across the polishing pad. A slurry with
suspended particles is applied onto a rotating polishing pad. The relative motion
of the jig and the polishing pad ”squeezes” the particles to smooth the waveguide
facet.

The surface roughness is determined by the size of the suspended particles. A
rule of thumb to choose the particle is that the surface roughness is equal to two
times the size of the nanoparticle. We start from fused aluminum oxide abrasives
with a diameter of 3 µm to remove approximately 80 µm of the material. Then we
change to a much finer alkaline colloidal silica abrasive with a diameter of 40 nm

to remove another approximately 10 µm of the sample. Both types of the abrasive
are purchased from Logitech.
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Figure B.1: Schematic of the process of facet polishing. (a) The structure of the sample we
received from imec. (b) The structure of the sample after dicing. The dicing line is
deliberately deviated by approximately 100 µm from the desired facet. (c) The structure of
the sample after polishing.

Although substrate and top surface polishing are widely used in microelectron-
ics and silicon photonics for wafer planarization and sample thinning-down, the
process of facet polishing is less established. In our case, we have to modify the
PM5 polishing platform (Logitech) in our cleanroom for facet polishing. We also
need to use a home-made sample holder to fasten the samples during polishing.

The sample holder is made of stainless steel as shown in Fig. B.2(a). The di-
mensions of the holder are shown in Fig. B.2(b). It is composed of two parts. The
large piece is called the base and the small piece the cover. The samples are first
adhered to the holders by glues and later reinforced by the clamping force pro-
vided by the sample holder. The glue we used is mostly composed of Crystalbond
509. It is prepared by crushing the Crystalbond 509 stick into smaller pieces and
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dissolve 20 parts of Crystalbond 509 in 80 parts of acetone by weight.
The process of mounting the samples is shown in Fig. B.3. In the first step in

Fig. B.3(a), we heat up both samples and sample holder with a hotplate (100 ◦C).
Once the samples are heated up, we apply a few droplets of glue onto the top
surfaces of samples and the sample holders. The acetone within the glue would
quickly evaporate. In approximately 90 s, there will be no acetone left in the glue.
The evaporation of acetone leaves a thin homogeneous layer of liquid Crystalbond
509 covering the surface. Next, we stack the samples one by one and place the
sample stack on top of the base as shown in Fig. B.3(c). In this step, we try to
align the samples parallel to the sides of the sample holder coarsely. In the last
step in Fig. B.3(d), we turn the sample holder by 90◦ and push the facets against a
hard surface to ensure the sample facet is parallel to the sides of the sample holder.
Once the samples are aligned, we screw the cover to the base and apply a few
droplets of glue to reinforce the connection between the samples and the sample
holder.

Figure B.2: Schematic of the sample holder. The sample holder is composed of two parts
— a cover and a base. Two M3 screws are used to connect the cover and the base.

Next, we mount the sample stack to a jig for polishing. We configure the jig
in such a way that a force equivalent to approximately 400 g of weight is applied
to the facets of the sample stack. We use the same force for both polishing proce-
dures.

A groove-less plate is used for initial coarse polishing. This coarse polishing
is also called lapping. Before lapping, the metal plate is first pre-conditioned with
9 µm particles for 15 min at a speed of 40 rpm by a grooved metal conditioner.
Both the polishing plate and the conditioner are made of cast iron. The process of
conditioning is critical to prepare a highly-flat surface. During the conditioning,
possible surface scratches caused during previous polishing or rusts developed on
the surface during storage will be removed. Once the plate is conditioned, we place
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Figure B.3: The process of mounting the samples. (a) The sample and sample holders are
heated up to 100◦. (b) Apply a few droplets of Crystalbond 509 solution. (c) After the
application of Crystalbond 509 solution, wait for about 90 s and then stack the samples
onto the base. The 3d plot in (c’) shows the expected status of the sample block. (d) Rotate
the sample-and-holder block by 90◦ and push the samples against a reference plane. Use a
cotton swab to ensure the coplanar alignment of the sample facets. The 3d plot in (d’)
shows the final alignment of the sample block.
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the jig on the metal plate and apply a slurry with 3 µm particles for lapping. The
speed of the metal plate is set to 40 rpm. A gauge is attached to the jig to monitor
the thickness. In this process, we will remove 80 µm of the material.

Then we move to a groove-less polyurethane plate for the finer-grain polishing.
The polyurethane pad is first conditioned with de-ionized (DI) water for 15 min by
a diamond conditioner at a speed of 70 rpm. We use the SF1 slurry from Logitech
for polishing. The rate of the polyurethane plate is set to 70 rpm during polishing.
SF1 is made of alkaline colloidal silica particles with a diameter of 40 nm. We
remove 10 µm of the material in this process.

After polishing, we unmount the sample from the holder by heating up the
whole block to 100◦ with a hotplate. When the Crystalbond 509 fully melts, we
remove the sample carefully from the holder. Relative movement of samples along
lateral directions should be minimized. The sample is then cleaned with Standard
Clean 1 (SC1) solution for 30 min. The SC1 solution is prepared by first mix-
ing 30 mL of NH4OH (28%), 30 mL H2O2 (30%) and 150 mL of DI water. The
solution is then heated up to 70◦.

The SC1 cleaning is critical in removing all the remaining silicon dioxide
nanoparticles on the edge of the chip. The surface of the sample right after pol-
ishing and is shown in Fig. B.4. We can see the waveguides are covered by many
spheres with a diameter of 40 nm. Fig. B.5 shows the top surface of the sample
after SC1 cleaning, and it is clear almost all the remaining particles are removed
by SC1.

Figure B.4: (a) The SEM picture and (b) microscope picture of the nanoparticles
accumulated on the sample surface over the polishing process. The small spheres with
have a diameter of 40 nm. These spheres do not easily come off with standard
acetone-isopropyl alcohol cleaning.
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Figure B.5: The surface of the silicon nitride sample after SC1 cleaning. It is clear almost
all the nanospheres are removed.
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C
Estimation of Raman susceptibility

from Scattering Cross-section

In the vast body of the literature, the strength of the Raman response is given by
the Raman scattering cross-section. However, in the treatment of coherent Raman
scattering, the Raman susceptibility is frequently used. In this appendix, we try to
connect these two parameters.

C.1 From Spontaneous to Stimulated Raman Gain
It is known that the spontaneous and stimulated Raman scattering are two closely
related processes. The spontaneous Raman can also be regarded as a ”stimulated”
process, yet the ”stimulation” is supplied by the vacuum fluctuation of the elec-
tromagnetic field rather than a laser. As these two processes share many common
features, it is possible to convert the differential Raman scattering cross-section
dσ/dΩ to the stimulated Raman gain parameter gR. The formula is well estab-
lished from [1] and it is given by

gR =
8πcM

~ω3
sn

2∆ν

dσ

dΩ
(C.1)

where

• c is the speed of light in vacuum [m/s]

• M is the molecular density [cm−3]
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• ~ is the reduced planck constant [J s]

• ωs is the angular frequency of the Stokes Raman scattering component [rad/s]

• n is the ambient refractive index

• ∆ν is the Raman Full-Width-Half-Maximum linewidth [cm−1]

• dσ/dΩ is the Raman scattering cross-section [cm2/sr]

From a dimensional analysis, we can see that the stimulated Raman gain coef-
ficient has a dimension of [m/W], which is consistent with the definition in most
textbooks.

C.2 From Stimulated Raman Gain to Raman Sus-
ceptibility

We have already established in chapter 2 the evolution of the Stokes beam in the
process of stimulated Raman scattering. It is given by

Is(L) =
3ωs
n2c2ε0

(
2ε0nc|Es|2

)(
2ε0nc|Ep|2

)
L Im{χR},

=
3ωs
n2c2ε0

IsIpL Im{χR} (C.2)

The evolution of the Stokes beam in stimulated Raman scattering can also be
written as

dIs
dz

= gRIsIp (C.3)

Comparing these two definitions of the stimulated Raman scattering, we can
see that the stimulated Raman gain gR and the imaginary of the susceptibility are
strictly related as

3ωs max Im{χR}
n2c2ε0

= gR. (C.4)

We should note that in the estimation of stimulated Raman gain coefficient gR, we
are actually calculating its maximal value. This is taken care of by also taking the
maximal value of the Raman susceptibility max Im{χR}.

C.3 Lorentzian Assumption of Raman Susceptibil-
ity

From Eq. (C.4) we can obtain the imaginary part of Raman susceptibility Im{χR}.
However, in the case of CARS we are often measuring the real part of Re{χR}.
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Although one can convert Im{χR} to Re{χR} with the help of Kramers-Kronig
relations, it is also possible to utilize the fact Im{χR} has a Lorentzian lineshape.
We first write down the Raman susceptibility at the vicinity of a vibrational mode

χR(Ω) =
1

6ε0

N

m

(
∂α

∂Q

)2

0

1

ω2
v − Ω2 − 2iΩγ

≈ 1

12ε0ωv

N

m

(
∂α

∂Q

)2

0

1

ωv − Ω− iζ

= K × 1

ωv − Ω− iζ
. (C.5)

Since we know the values of ωv and Ω, χR(Ω) can be fully determined if we
know the values of ζ and K. Fortunately, both of them can be obtained from the
references in spontaneous Raman experiments.

First, we notice the imaginary part of the susceptibility is given by

Im{χR} = K × ζ

(ωv − Ω)2 + ζ2
. (C.6)

And the real part is given by

Re{χR} = K × ωv − Ω

(ωv − Ω)2 + ζ2
. (C.7)

In the literature, the linewidth of Raman peaks are usually provided. Notice
that Im{χR} has a Lorentzian lineshape, we can estimate ζ based on the data of
Raman linewidth as

ζ =
∆ν

2
(C.8)

where ∆ν is the full-width-half-maximum of a Raman mode. We also know that
at zero detuning Ω = ωv , the Raman susceptibility is a pure imaginary number
given by

max Im{χR} = K × 1

ζ
. (C.9)

Therefore, we can easily calculate the constants in Eq. (C.6) as

K = max Im{χR} ×
∆ν

2
(C.10)

In most situations, we are only concerned with the amplitude of Raman sus-
ceptibilities. In Fig. C.1 we can see the general shape of both imaginary and real
component of a typical Raman susceptibility. To estimate the strength of coherent
Raman response, we only need to know ∆ Re{χR} and ∆ Im{χR}, which happen
to be of the same value. If we denote them as ∆χR, we have

∆χR = max Im{χR} (C.11)
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Figure C.1: The real part (blue solid) and imaginary part (red solid) of the Raman
susceptibility. The absolute variation of the these two components are most interested in
estimating the strength of coherent Raman scattering.

C.4 Estimation of the Strength of Raman Suscepti-
bility for Pure Isopropyl Alcohol

In this section we will estimate the Raman susceptibility of isopropyl alcohol
(IPA). The parameter of this liquid is given in the following table

refractive index n 1.377
pump wavelength λp 785 nm
molecular density 7.87× 1021 /cm3

Raman line νv 819 cm−1

Raman linewidth ∆ν 10 cm−1

Raman scattering cross-section dσ/dΩ 5.8× 10−31 cm2/sr

Table C.1: The properties of pure isopropyl alcohol (IPA).

The stimulated Raman gain coefficient in bulk IPA is given by

gR =
8πcM

~ω3
sn

2∆ν

dσ

dΩ
= 1.2× 10−12 m/W = 0.12 cm/GW. (C.12)

The peak Raman susceptibility can chan be obtained as

max Im{χR} =
gRn

2c2ε0
3ωs

= 2.5× 10−22 m2/V2. (C.13)

We also have

∆ Re{χR} = ∆ Im{χR} = 2.5× 10−22 m2/V2. (C.14)
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