TIEEE Benelux Photonics
Chapter

Annual Symposium 2022

24-25 November 2022

Eindhoven University of Technology
The Netherlands

, IEEE o ° EINDHOVEN
J¥photonicss TU/e msme
' SOCIETY TECHNOLOGY

PRODRIVE &%ﬁ.‘g

TECHNOLOGIES
Bringing your innovation to life

Lion/ X(®

INTERNATIONAL

MicroAlign
iy [BC]
< fg‘xm PhotonDelta =~ JCNEXIS

Gateway to Integrated Photonics



Gamma radiation response of FBG inscribed in 20-pum
core graded-index polymer CYTORP fiber

I. Chapalo?, A. Gusarov?, A. loannou?, K. Chaht, A. Pospori®, Y.-G. Nan!, K. Kalli®,
and P. Mégret!

L University of Mons, Electromagnetism and Telecom Department, Boulevard Dolez 31, 7000 Mons,
Belgium
2SCK-CEN, Boeretang 200, 2400 Mol, Belgium
3 Cyprus University of Technology, Photonics and Optical Sensors Research Laboratory, Saripolou 33,
3036, Limassol, Cyprus.

We investigate online response of a fiber Bragg grating (FBG) inscribed in a polymer
optical fiber on gamma radiation. The fiber had a 20-um graded-index CYTOP core and
250-um XYLEX overclad. The FBG was inscribed by fs laser using the plane-by-plane
technique. We irradiated the grating by ®°Co sources at the dose rate of 5.3 kGy/h. The
reflection peak (RP) of the grating was monitored before, during and after irradiation
(online) using a commercial interrogator placed outside of the irradiation field. The FBG
was connected with the interrogator by 10-m single-mode silica patchcord. We firstly
applied a 40-kGy dose and then, after =90 hours of recovery, we applied the second dose
of 80 kGy. The FBG demonstrated a blue shift of the RP during both sessions of
irradiation. The speed of the RP change increased during receiving =15 kGy of the first
irradiation, and then, the RP changed linearly with -3.5 pm/kGy speed. During the second
irradiation, the RP changed linearly during the entire irradiation session with -4.13
pm/kGy speed. The linear FBG response to the received dose can be prospective for
gamma radiation dosimetry.

Introduction

Changes of physical properties of optical fiber under ionizing irradiation can be
applied for fiber optic dosimetry. Indeed, this aspect of development has been intensively
investigated over the past decades [1,2]. The interest to optical fiber dosimetry is due to
the possibility of online and distributed sensing, remote interrogation and small size of
sensitive elements. Recently, increased attention from researchers has been focused on
using polymer optical fibers (POFs) as a sensitive element for gamma- and X-rays
dosimetry. Sensors based on the radiation induced attenuation (RIA) effect in the visible
range in polymetylmethacrylate (PMMA) POF demonstrated an advantage of strong
sensitivity compared to silica fiber [3,4]. Another POF type investigated for dosimetric
applications is perfluorinated fiber based on CYTOP material. It demonstrated
significantly stronger RIA in UV-VIS range comparing to PMMA [5]. FBGs inscribed in
CYTOP fiber have been investigated under gamma radiation as well. They show blue
wavelength shift of their reflection peaks as a result of gamma irradiation in standard 120-
pum core graded-index PF-POF [6].

In this work, we investigate the gamma radiation effect on the Bragg wavelength
(BW) of the FBG inscribed in a few-mode graded-index POF with 20-um CYTOP core
and 250-um XYLEX overclad. The BW was monitored online before, during and after
irradiation. We show the BW evolution over time for two irradiation sessions with
received doses of 40 and 80 kGy. We compare the obtained dependences with earlier
published results for FBGs inscribed in standard CYTOP fiber of 120-um core.



Experimental setup

Experiments were conducted at a Brigitte irradiation facility (SCK-CEN, Belgium).
The irradiation setup consists of ®°Co gamma radiation sources forming a cylindrical
volume at a depth of seven meters in a water pool and providing the dose rate of 5.3 kGy/h
(Fig. 1). For irradiation, the FBG was placed inside a stainless steel container, which can
be sealed for under-water operation. The container was placed down to irradiation zone
for a specified time according to the required irradiation dose using an industrial hoist.
Before and after irradiation, the container was stored under water at a depth of =2 meters
for pre irradiation stabilization and post irradiation monitoring of the BW. Temperature
inside the contained was stabilized at 42°C by the oven controlled by the Eurotherm 2408
controller. A 9-m long tube of 5-cm diameter was hermetically connected to the container,
so that the optical cables can be passed from the equipment setup towards the investigated
samples. The FBG was connected to the standard commercial interrogator (FiberSensing
FS2200) using 10-m SMF-28 patchcord threaded through the tube.
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Fig. 1 Schematic of the experimental setup and photographs of irradiation sources and the container.

For the FBG inscription, we used the POF designed and produced by Chromis
Technologies. It has a few-mode graded-index CYTOP core of 20-um diameter and an
effective refractive index of 1.34. Reduced core diameter allows to decrease a possible
number of excited mode groups in the POF by 3-4. Accurately adjusted launching
conditions provide stable single-peak reflection spectrum of the FBG [7]. A protective
overclad of a 250-um diameter is made of a XYLEX material, which is a blend of



polycarbonate and an amorphous polyester. The FBG of 1 mm length was inscribed by
femtosecond pulses generated by a HighQ laser femtoREGEN source at A=517 nm (220
fs pulse duration and 1 kHz repetition rate) using a plane-by-plane direct inscription
method [8]. The POF sample containing the FBG was centered and connectorized with a
standard silica SMF pigtail using two manual translation stages and the UV-curing glue.
The FBG was annealed at 65°C during 3 hours before the experiment.

We performed two irradiation sessions with doses of 40 and 80 kGy. Between the
sessions, we lifted the container with the FBG out of the irradiation zone and we stored it
at underwater position during ~90 hours for monitoring the BW evolution after
irradiation. The BW was monitored with the same procedure after the second irradiation
session as well.

Experimental results

Fig. 2 (a) shows the evolution of the BW over time. After underwater stabilization,
the FBG demonstrates the BW blue shift during the first (40-kGy) irradiation. After the
first irradiation, a weak recovery of the BW (=20% of the first irradiation BW shift) is
seen during up to 10 hours and then, a slow decrease of the BW at a rate of =0.7 pm/h is
observed. The second irradiation (80 kGy) again caused the blue shift of the BW,
however, the recovery is significantly stronger than after the first irradiation.
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Fig. 2 Bragg wavelength evolution over time during two sessions of gamma radiation: general view

(a), detailed graph of the first irradiation session of 40 kGy (b), and detailed graph of second irradiation
session of 80 kGy (c).

Fig. 2(b) shows the first irradiation in more detail. A slight BW rise of ~10 pm
during 20 min is seen after the start of irradiation. Then, the BW turned to a slow decrease
during another 1.5-2 hours, and finally, it reached stronger, linear decreasing part of the



graph with a slope of -3.5 pm/kGy. The total BW shift during irradiation is -95 pm. It
should be mentioned that the BW experienced another 10-pm decrease immediately after
irradiation. After that, the BW recovery process was observed.

The BW evolution during the second (80-kGy) irradiation (Fig. 2(c)) demonstrates
very weak initial BW rise of =5 pm. Then, the BW decreased linearly with the slope of
-4.13 pm/kGy. The total BW change during the second irradiation is -340 pm. The
recovery BW shift is 130 pm at the end of the experiment (53 hours after the end of
irradiation 2), i.e. 38% of the second irradiation BW shift.

The possible reason of the non-linear response during the beginning part of the first
irradiation could be not ideally stabilized temperature. It changed by =3°C in the
beginning of the first irradiation. Therefore, the BW could react simultaneously to the
temperature and radiation. Before and during the second irradiation, the temperature was
well stabilized, and the FBG demonstrated linear response to the irradiation dose.

Reference [6] presents the investigation the gamma radiation response of FBGs
inscribed in a standard POF with 120-um CYTOP core and 490-um polycarbonate
overclad. The blue shift of the BW was also demonstrated, however significantly higher
sensitivity of -29.9 pm/kGy was obtained. There could be several possible reasons that
could affect sensitivity: temperature during irradiation, different fiber lateral dimensions,
and even the history of the fiber’s climatic conditions (especially the absence of
temperature annealing). The latter can result in the additional shrinkage effect (and
therefore additional blue shift of the BW) due to increased temperature during irradiation.
However, the most significant reason, in our opinion, is different dose rates: 5.3 kGy/h in
our experiment versus 635 Gy/h in [6].

Conclusion

In this work we investigated the BW evolution under gamma radiation of the FBG
inscribed in a few-mode CYTOP fiber. The CYTOP FBG seems prospective for gamma
radiation dosimetry since it demonstrated a linear response to the received dose with a
sensitivity of -4.13 pm/kGy at 42°C. Future research should be focused on the effect of
dose rate, temperature and total received dose on the FBG response to gamma radiation.
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A monolithically integrated tunable low-linewidth laser
source
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Single mode tunable lasers are essential components for applications such as classical/quantum
communications, sensing and metrology. We report on a monolithically integrated single mode tunable
laser with 53 kHz linewidth operating around 1550nm, designed and fabricated in a generic InP integration
platform. The laser cavity consists of two ring filters and an asymmetric Mach-Zehnder (MZ) filter,
connected via two 1 x3 MMI couplers. The laser LIV characteristics, optical output spectra, power spectral
density of the phase noise and the tunability map of the laser are presented.

Introduction

Low linewidth and tunable lasers are key components in various applications. Coherent
communications rely on low linewidth, frequency stabilized lasers to modulate and
de-modulate phase encoded optical signals [ 1], where the requirement of the spectral sta-
bility gets more stringent as the modulation order increases [2, 3]. The laser linewidth
affects the transmission rate in both continuous-variable (CV-QKD) [4] and discrete-var-
iable quantum key distribution (DV-QKD) [5]. Low-linewidth and accurate tuning of the
wavelength are crucial features for lasers to be used in technologies such as OCT [6],
frequency modulated continuous wave LiDAR [7], or quantum sensing, where the lasers
are required to precisely match the energy of atomic transitions [8,9].

Improving the spectral output of a monolithically integrated DBR laser using an intra-
cavity ring resonator is studied in [10], resulting in a minimum intrinsic linewidth of
63kHz and a side-mode-suppression ratio (SMSR) of more than 60dB. Another example
of a monolithically integrated low-linewidth integrated semiconductor DBR laser is
demonstrated in [11], reducing the linewidth down to 10kHz by coupling with an ex-
tended passive Fabry-Perot resonator, while having a SMSR of 54dB. Further reducing
the linewidth of tunable semiconductor lasers through hybrid [ 12] and heterogeneous [ 13]
integration has been shown, resulting in linewidths on the order of 100Hz. Additionally,
lasers with increased wavelength tuning range have been shown using intra-cavity Mach-
Zehnder interferometers (MZI) [14], and through selective are growth [15], which are
promising components for applications such as optical gas sensing.

Using the vernier effect of multiple cavities with long optical lengths has been shown to
result in low linewidth, while increasing the required complexity in accurate and contin-
uous wavelength tuning. Asymmetric MZI filters provide less complexity in wavelength
tuning, while compromising the linewidth due to the lower quality factor of the filters. In
this work, we report on a novel laser cavity design, which combines two rings and a MZI
filter to provide low-linewidth and wide tunability across the C-band. The laser is mono-
lithically integrated in the generic InP platform of Smart Photonics [16], and is able to
achieve 53kHz linewidth and 58dB SMSR.

Laser Design

Figure 1(a) shows the schematic of the laser, which consists of a 500um long
semiconductor optical amplifier (SOA) section, connected to two ring/racetrack
resonators via 1x3 multi-mode interference (MMI) couplers on both sides. Since each
coupler in the cavity is expected to result in additional unwanted reflections and losses,
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the choice of using 1x3 MMIs is made to minimize the number of couplers, while
ensuring proper connectivity to each filter. One of the rings have an additional coarse-

wavelength filter based on an asymmetric MZI, connected through 2x2 MMI couplers.

The laser cavity is designed with a goal of maximizing the photon lifetime, while having
sufficient spectral filtering with a high quality-factor to provide single mode output with
low linewidth [17]. The ratio between the length of the two ring filters are designed based
on their respective comb spectra, and how the peaks of these spectra overlap. The
resulting response of the combined filters is simulated and shown in Figure 1 (b). Around
the most prominent peak, the two highest neighboring peaks are at a distance of 0.84nm
and 1.31nm, each having 5% lower power. The distance between two resonant modes
allows the use of an asymmetric MZI filter to provide enough suppression for the

neighboring modes around the desired wavelength.
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Figure 1- (a) Schematic of the laser (inset: the microscope image of the fabricated chip)
(b) Simulated spectral response of the laser cavity

The two rings, and the asymmetric MZI include electro-optic phase modulator (EOPM)
sections in order to control the spectral location of their respective modes. The two ring
EOPMs are designed to provide precise control and continuous tuning for the laser
emission wavelength across smaller regions, where the asymmetric MZI filter is designed
to provide wide tunability across the full emission spectrum of SOA. Fine-tuning of the
wavelength through the control of only two voltage signals promises to offer low
complexity in the characterization and modeling of the laser wavelength. The third output
of the 1x3 MMI on the left-hand side has a multi-mode interference mirror (MIR) to
ensure uni-directionality, and the third output of the right-hand side 1x3 MMI is the
output of the laser. The laser is fabricated in the generic platform of Smart Photonics and
have a 1.2mm? footprint. Inset in figure 1(a) shows a microscope image of the fabricated

chip including the laser.

Characterization Results

Figure 2(a) shows the LIV characteristics of the fabricated laser, measured at 17 °C. The
threshold current is at 38mA. The output power from the laser, coupled out using a lensed

fiber is measured as 0.4mW for a pump current of 120maA.

The figure 2(b) shows the output spectrum of the laser, operated at 17C with a 92mA
SOA current. The cavity side-modes are 0.84nm and 1.32nm away from the main
emission peak, in agreement with the cavity simulations. The side-mode-suppression ratio
of both peaks are more than 58dB. There are two additional peaks around the center

wavelength, resulting from relaxation oscillations at a frequency of 3.6GHz.
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Figure 2 — (a) LIV characteristics and (b) the output spectrum of the laser

The figure 3(a) shows the frequency noise power spectral density of the laser operating
at 79mA SOA current. The white noise level is measured by averaging the region of the
spectrum shown in green between 20MHz-80MHz, indicating to a 53kHz intrinsic
linewidth. The B-separation line shown in orange is defined as B, (f) = 8 In(2) f/m?
[18]. The effective linewidth starts to increase for observation times more than 8us,
determined by the where the frequency noise crosses the B-separation line, which is
around 125 KHz.
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Figure 3- (a) Frequency noise power spectral density of the laser. (b) Various operating

wavelengths with the corresponding fiber-coupled optical powers
The figure 3(b) shows the measured single mode emission wavelength and output power
of the laser while the bias voltages on the EOPMs of both rings are scanned between 0V
and -6V with a resolution of 0.1V. The SOA current and the bias voltage on the MZI filter
are kept constant at 79mA and OV respectively. By controlling the bias of the two ring
EOPMs, the laser wavelength can be shifted over a range of 10nm, while the output power
staying within a range of 2dB around -5dBm. Changing the bias voltage on the MZI arms
is expected to provide larger wavelength tuning range.

Conclusion & Outlook

A monolithically integrated low-linewidth and tunable laser with a novel cavity design is
presented. The initial results show 53kHz linewidth with 58dB SMSR, and around 10nm
of tuning range with a power stability of ~2dB. Complete investigation of the tuning range
requires simultaneous tuning of the MZI filter and the ring cavities and is planned in
future experiments.
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Abstract

This work reports on the monolithic integration of a bias circuit together with a high
speed UTC-PD. The bias circuit consists of a coplanar waveguide line with a DC
connection that is decoupled from the RF signal through a quarter wavelength stub. Two
RF chokes are designed, for Ka- and V-band respectively, which are directly integrated
with high speed UTC-PDs on an InP-Membrane On Silicon platform. S-parameter
simulations demonstrate RF transmission losses below 3dB, reflections below -14dB and
RF to DC isolation of 15dB over a range of 10GHz around the center frequencies of the
two respective frequency bands.

Introduction

Although various bias-free uni-travelling carrier photodetectors (UTC-PDs) have been
demonstrated [1]-[3], UTC-PDs generally demonstrate improved performance when a
DC bias voltage is applied across the detector due to the increased internal electric field,
which results in increased bandwidths and responsivities. When considering an integrated
device to be used in commercial applications such as beyond-5G communications or
microwave photonics, the photodetector should preferably be biased without the need of
an external bias-tee, which can be achieved by an on-chip bias circuit. Such a circuit
allows for separate DC and RF connections to interface with the UTC-PD. Although
discrete component integration of a DC bias-tee with a UTC-PD can be used to achieve
this [4], RF losses and impedance mismatches caused by wirebonds between the RF
connections of the photodetector and bias-tee, as well as high costs from device assembly,
can be avoided by monolithic integration [5].

This work reports on the monolithic integration of a bias circuit together with a high speed
UTC-PD [6] in the nanophotonic InP-Membrane On Silicon (IMOS) platform [7]. Two
circuits have been designed based on co-planar waveguide (CPW) RF chokes suitable for
Ka-band (26.5-40GHz) and V-band (40-75GHz). The designs are numerically optimized
to limit insertion loss, RF reflections and leakage from the RF to the DC path.

Design

To provide a DC bias to the UTC-PD, an additional electrical path to the CPW line of the
photodetector is required. For this design, a T-shaped connection is used to apply the DC
bias to the RF path and thus to the UTC-PD. To prevent leakage of the RF signal towards
the DC path, an RF filter is placed in the DC path, as can be seen in Fig. 1. The RF filter,
or RF choke, consists of a quarter wavelength transformer leading to a virtual RF open
circuit, blocking the RF signal to be passed through the DC line on the bias circuit [8, 9].
Capacitive decoupling of the RF line as present in a conventional bias-tee is not present
in this design, which can however be added as part of external circuitry [8, 9]. The DC



and RF CPW line parameters are optimized to have a 50Q characteristic impedance and
for compatibility with a commercial 110GHz RF probe with a 100um pitch.

port3 Table 1: Used material parameters
DC b1as§
Material € h [um
lwtransfon'n _»v% L r [l"’ ]
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SiO; (cladding) 3.6 0.1
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GRF
T o Gold (bias circuit) - 0.4

Figure 1: RF choke based bias circuit

All semiconductor layers used in the UTC-PD can be removed during the fabrication
process. As a result, the bias circuit is designed based on a material stack consisting of a
high resistivity 300um thick silicon substrate, followed by a combination of SiO, and
BCB layers. All relevant material parameters are listed in Table 1.

The design relies on out of phase reflections on the quarter wavelength section, which is
inherently frequency dependent, so the design is optimized for a frequency range of
interest. Therefore, two devices have been designed, suitable for Kay-band and V-band
respectively. The length to the stub Liransform 1S designed to be match to the center
frequency f,, of the band of interest according to

c
Liransform = m- (1)

The parameters Wiransforms Lparaliel @8N0 Liransform (Fig. 1) have been numerically

optimized to achieve the target performance specified in Table 2, where all goals have
equal weight. CST Studio Suite was used for the numerical optimization and simulation
of the devices.

Table 2: Optimization targets and simulated results

Parameter Numerical optimization target | Ka band results | V band results
performance (30-40GH2z) (60-70GHz)

S12 (transmission) > -1dB > -3dB > -3dB

S11 (reflection) <-12dB <-14dB <-18dB

S13 (RF to DC leakage) < -35dB <-15dB <-16dB

Simulation results

The obtained numerically optimized designs for both the Ka- and V-band circuits are
simulated with increased accuracy using CST Studio Suite to obtain the S-parameters that
directly give the RF transmission, RF reflections and RF to DC leakage. The simulation
results for Ka- and V-band are provided as a solid line in Figures 2 and 3 respectively and
show that not all target performance levels could be achieved simultaneously. The
simulated transmission performance of both devices is limited to > -3dB and both the RF
reflections and RF to DC isolation are limited to < -14dB. The results are also added to
the overview in Table 2. In particular for the RF to DC isolation holds that there is an



optimum band around the designed center frequency, which follows from the frequency
dependent design according to Eq. 1.

Although the numerical optimization of the RF choke designs is not performed including
the UTC-PD, the CST simulation of the final V-band design was extended with the
addition of the UTC-PD and connecting metal tapers from the detector contacts to the
RF-choke CPW lines. The results are added in Fig. 3 as a dashed line, and demonstrate a
slight increase in transmission losses (S12), as well as increased RF reflections across the
full frequency range (S11). The RF to DC isolation is slightly improved, but is in line with
results excluding the photodetector. The differences are caused by the presence of a slight
impedance mismatch between the UTC-PD and the bias circuit.
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Figure 2: Simulated S-parameters for Ka band Figure 3: Simulated S-parameters for V band

Fabrication

The final devices with a size of 1.5mm by 1.1mm for V band, and 2.5mm by 2.05mm for
Ka band were realized in the final metallization layer which connects to the p- and n-
contacts of previously patterned UTC-PDs as can be seen in Figures 5 and 6. The wafer
was planarized using BCB followed by an SiO: layer of 50nm to improve adhesion of the
metal to the sample. The devices are fabricated by a metal lift-off step after patterning
using electron beam lithography with PMMA resist. The metal stack consists of 50nm of
titanium followed by 400nm of gold. Bias circuits are also fabricated without connections
to a UTC-PD on the same wafer in order to characterize the devices individually.

Preliminary measurement results have confirmed electrical connection from the DC line
to the UTC-PD enabling a DC bias to be applied. In future work, elaborate measurements
using a vector network analyser will be carried out to determine the S-parameters of the
devices.

Conclusions

Monolithic integration of a bias circuit and UTC-PD can avoid losses, potential
impedance mismatches caused by additional wirebonds as well as high costs from device
fabrication and assembly, compared to discrete component integration. A bias circuit
based on a CPW RF choke using a quarter wavelength RF filter in the DC line is designed
based on first order approximations and numerical optimization for two frequency bands.



Figure 5: V-band bias T integrated with UTC-PD Figure 6: V-band bias T integrated with UTC-PD (close up)

Simulation results of two bias circuits designed for the IMOS platform for Ka- and V-
band demonstrate insertion loss below 3dB, RF reflections below -14dB and RF to DC
isolation of at least 15dB for a frequency range of 10GHz around the center of the
respective frequency band. The optimized designs are fabricated in the final metallization
step in the nanophotonic IMOS platform, and are monolithically integrated with high
speed UTC-PDs. Preliminary measurements have confirmed the device ability to provide
a DC bias to the UTC-PD, and future measurements on a vector network analyser have
to be carried out to determine specific device characteristics.
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Femtosecond laser pulses are more and more spread for the micro/nano-machining of
various materials. The objective of our work is to create an optical structure within a bulk
silica substrate thanks to the commercial device Femtoprint. This optical structure will
be able to transmit a signal through silica glass and limit its loss so that it can further be
used for sensing applications. In this article, we report our experimental achievements
obtained with the machine for the creation of waveguides. We highlight the parameters
that were optimized to produce them in planar substrates.

Introduction

During the last decades, femtosecond pulses lasers have been widely used for several
applications [1]. The one we are focusing in our work is the creation of optical
waveguides within planar silica substrates. The overall quality of the latter depends on
the energy deposited by the femtosecond pulses laser on the surface of the material. The
energy of deposition is described with the following equation [2]:
va==2h

where @4 (in J/m?) represents the energy of deposition, Ep (in nJ) is the energy of the
pulse, f (in Hz) is the repetition rate, v (in mm/s) is the speed of inscription and wn is the
non-linear beam waste [3]. Depending on the value of the energy of deposition, three
types of defaults can be generated [4,5]. For small @4 values, a densification of the silica
glass will be obtained, which induces a local modification of its refractive index. This is
precisely what is required for the creation of optical waveguides. Another possible default
is the creation of nano-gratings. They appear at higher deposition energy. Same energy
levels as for the creation of nano-gratings are used for the creation of mechanical
structures, provided that an etching process is conducted in KOH solution. The third type
of defect is the direct ablation obtained at even higher energy values. The latter is not
used in our work.

Our experimental work aims to create optical waveguides and optical fiber holders
directly within a silica glass plate. The holder is very important for the alignment of the
in-build optical waveguide with a connecting optical fiber. To create these two structures,
we used the Femtoprint machine [6], which is fully automated on three different axes.
The advantage of this process is that all the different parameters of the energy deposition



(cf. EQ. (1)) can be defined before the inscription. The next section will introduce the
different experimental set-ups used for the inscription and characterization of the different
optical structures.

Experimental set-up

Figure 1a depicts the Femtoprint machine. Its operating principle is illustrated in the
scheme of Fig. 1b while Fig. 1c shows the inside of the Femtoprint. It is important to
note that the femtosecond pulses laser comes from the bottom to hit the surface of the
silica glass plate placed on the 3-axis moving plate. This machine is used both for the
synthesis of the optical waveguide and the holder to connect optical fiber on silica glass.

Microscope
objective

s

Moving plate

—

Glass holder

Glass plate

Figure 1. Picture of the Femtoprint machine from the outside (a), Sketch of the operating principle showing
the glass substrate placed on a holder fixed on the moving stage and located above the laser objective (b),
Picture showing laser objective located at the bottom and the microscope objective at the top used to
calibrate the position and orientation of the glass substrate (c).

The optical characterization set-up is represented in Fig. 2. The input part, located on the
left, comprises the InfraRed or the red beam that is used for injection within the
manufactured optical waveguide. The latter is put on a second block that can move on
three different axes and be easily adjusted so that the optical coupling can be optimized.
The last block holds the connecting optical fiber that can move in two different directions,
also for a proper alignement. This fiber allows an analysis of the waveguide performance
thanks to its connection with an optical spectrum analyser (OSA).

Optical platform Optical platform
Two rotation of fiber Two rotation of fiber

F

Glass plate

IR leaser beam 19 Optical
P/ ] Spectrum [ 400 um diameter optical fiber

Analyser
I Optical waveguide in silica glass

[ 126 pm diameter optical fiber

Moving plate Moving plate Moving plate
2 translational axis 3 translational axis 2 translational axis

Figure 2. Experimental set-up for the determination of the transmission signal.



Experimental results

In this section, we present our experimental results. Figure 3 shows a microscope image
of a waveguide written in bulk silica glass. To create this structure, the parameters of the
Femtoprint were optimized following a trial and error approach. It turns out that
appropriate parameters are a pulse energy of 130 nJ, a repetition rate of 1 MHz, a speed
of inscription of 20 mm/min with planar movements of the tightly-focused laser beam
and a space between the different laser paths of 0.5 pum.

1

Figure 3. Microscope picture of a waveguide (refractive index densification) created by tightly-focused
femtosecond pulses laser in a planar silica substrate.

To properly connect this femtosecond laser-induced waveguide with external
characterization equipment and thereby analyse its performance, a mechanical holder was
designed and manufactured at one edge of the planar substrate to host the connecting
optical fiber. Figure 4a shows the conceptual design that is a succession of 3 cavities of 1
mm side with a small tunnel (0.5 mm in length and 126 um of diameter) in between to
allow the easy insertion of a telecommunication-grade single-mode optical fiber. This
mechanical structure was obtained with pulses of 230 nJ, a repetition rate of 1 MHz and
a speed of inscription of 950 mm/min. After the laser process, a KOH (0.1 M) etching
was performed for 6 hours at 85 °C. Figure 4b depicts the obtained mechanical holder.

Figure 4. Scheme representing the design of the optical fiber holder at one edge of the glass plate (1,3 and
5 represent the cavity for the optical fibre whereas 2, 4 and 6 are the cavities allowing the KOH to spread
more quickly) (a), Picture of the actual implementation (b).

Now that the waveguide and the optical fiber connector are produced in line within the
glass substrate, they can be optically characterized. The goal of the measurements is
primarily to observe the efficiency of the waveguide in terms of transmission. To do so,
Bragg gratings inscribed in the connecting optical fiber are used. They are first measured
directly with the fiber connected to the OSA. These measurements correspond to the blue
bars displayed in Fig. 5 for 3 different gratings. The connecting fibers are then aligned
with the optical waveguide made in the glass substrate and a similar characterization is



performed. This yields the green bars of Fig. 5. Comparing blue and green bars reveals
that the optical loss is less than 1 dB, which is very satisfactory for us as we intend to use
the waveguides for sensing purposes.

I Gragg grating in fiber
[ Bragg grating through Glass

Intensity signal (dB)

Bragg 1 Bragg 2 Bragg 3

Figure 5. Optical characterization of the waveguide performance in bulk silica thanks to the use of fiber
Bragg gratings written in the connecting optical fiber.

Conclusion

In conclusion, we have created an optical waveguide that is fully working and can
transmit at least 90 % of the signal. The created mechanical structure allows us to properly
align the waveguide and the coupling optical fiber. The next step of our experimental
work is now the inscription of a Bragg grating into the core of an optical waveguide. The
targeted application is mostly focused on physical sensing (temperature and strain) based
on the in-built Bragg grating.

Authors acknowledge the financial support of the F.R.S.-FNRS.
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Gold-coated tilted fiber Bragg gratings (Au-TFBGs) can detect surrounding refractive
index (SRI) changes by surface plasmon resonance (SPR) shift following a similar
principle found in commercial devices, based on the Kretschmann prism. While the Au-
TFBG is functionalized with appropriate bioreceptors, it can detect molecular events and
act as a biosensor. In this paper, we show that the use of the Jones formalism combined
with fictive polarizer emulation can improve the detection process. We experiment our
method for the detection of insulin at a concentration ranging from 0.1 to 100 ng/mL.

Introduction

Insulin is an anabolic hormone playing an essential role in the regulation of glycemia.
Abnormal levels of insulin in the body can lead to serious health problems such as
diabetes, obesity or cancers [1]. Its normal concentration in blood for a fasting person lies
between 0.3-0.4 ng/mL. A lower concentration suggests type I diabetes while patients
with type II diabetes (T2D) present a higher insulin concentration. The T2D accounts for
90 % of people suffering from diabetes. In the early stages of this disease, the insulin
concentration increases to compensate for the increase in glucose levels. However, the
TD2 diagnosis is primarily based on fasting blood glucose concentration measurements.
Nevertheless, measurement of insulin concentration would allow early diagnosis of this
type of disease but the actual techniques usually require expensive equipment and trained
people. Standard telecommunication-grade fiber with tilted Bragg grating inside its core
act as sensitive refractometer [2]which can be used for biosensing. The sensitivity is
further enhanced if the surface of the fiber is coated with a noble metal to take advantage
of surface plasmon resonance (SPR). Indeed, gold-coated tilted fiber Bragg gratings (Au-
TFBGs) functionalized with specific receptors are platforms that have already shown
promising results in the detection of analytes at low concentration. This is especially true
using a spectral demodulation based on the phase difference between two orthogonal
polarization states [3]. In this work, we show that by functionalizing the fiber with a
matrix of anti-human insulin antibodies, we can achieve insulin detection at
concentrations down to 0.1 ng/mL.

Theoretical Concepts

The insertion loss spectra of Au-TFBGs display characteristic attenuation area while the
direction of a linear polarization state matches the tilted angle of the grating inside the
core of the optical fiber (see Fig. 1a). Thus, the usual read-out set-up contains a linear
polarizer. However, to extract the phase difference spectra, the polarizer should be
removed from the set-up and spectral features are retrieved thanks to the Jones formalism.
Indeed, for a given wavelength, the Jones formalism can be used to model a totally
coherent field that propagates through an optical system. Let us consider the input Jones



vector |a@ > € C?*! (written using the Dirac representation). Thus, the output one |8 >
€ C?*1 satisfies

1B>=]la>, (1

where ] € C?*2 is the Jones matrix. This matrix represents the modification on the input
polarized state due to the whole system under test. In the case of Au-TFBGs, the
corresponding Jones matrices are obtained from an optical vector analyzer (OVA, OVA
CTE from Luna Technologies Inc.) while the fiber is connected in transmission without
any additional device. To extract the p-polarized state, we numerically add a linear
polarizer IP(0) that makes an angle 8 with respect to the x-axis of the Cartesian coordinate
where the Jones elements are given. Thus, the new Jones matrix J,, becomes

Jp =1P, ()
with
P = ( cos?6  cosOsin 9) 3)
sin @ cos 6 sin?g /'
The transmitted intensity (4, ) is finally computed via the following Rayleigh quotient
.l.
<a a > “4)
1(2,0) = < allplpla > :
<cala>

Usually, the insertion loss spectrum is monitored, and it can be extracted using the
following relationship [4]:

IL(A) =10 log(

p1(D) + p2 (/1)) )
2 )
where p;(4), p,(4) are the eigenvalues of the Hermitian matrix ]];;]]p. By varying the
angle 6 and looking at the insertion loss spectrum, one can determine the Jones vectors
|y, > = (cos 6, sinb,)" corresponding to the p-polarized state as well as |as >=

(cos s sin6)" where 6, = 6, + % for the s-one. Since the phase analysis is known to

be more sensitive than the intensity-based demodulation, we take advantage of the known
Jones vectors to compute the phase difference between the two orthogonal states using
the Pancharatnam connection [5]
S = arg(< a,llla, >) — arg (< ag|Jlas >) (6)

The phase difference spectrum shown in Fig. 1b displays multiple peaks with amplitude
dependency to the SRI. The demodulation of that spectrum consists in following the
amplitude between two neighboring peaks (i.e. Ap = ¢ (A,) — §¢(4;) highlighted in
red in the Fig. 1b). This method has shown an enhancement of the real-time detection
precision and sensitivity of more than 45000 degrees/RIU [3].
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Figure 1. Au-TFBG spectra. (a) Insertion loss spectrum of the p-polarized state showing the characteristic
attenuation highlighted in the inset. (b) Phase difference between the p and the s-polarization state. The
inset displays a focus on the highest sensitive area and the amplitude A@ with is followed during the
detection.

Materials and Methods

The physical platform is made of telecommunication-grade silica optical fiber (Corning
SMF-28) including an 8° tilted Bragg grating with a period of 555.41 nm inside the core
to have comb-shaped insertion loss spectrum in short-wave infrared (SWIR) region. The
inscription process consists in using the phase mask technique with a 193 nm excimer
laser (Noria from Northlab Photonics) after having hydrogen loaded the fiber at 200 bar
and 60°C for 30h to enhance the fiber photosensitivity. Then, hydrogen excess has been
removed by a heating process at 100°C for 24h. A ~50 nm gold layer has been deposited
using a sputter-coater Spuco with 2°’ magnetron modules with 250 W RF power supply
and an inbuilt quartz microbalance with resolution of 0.1 nm (Tectra gmbh, Germany). A
matrix of 11-mercaptoundecanoic acid (Sigma-Aldrich) is bonded to the gold surface by
immersion for 16 h in pure ethanol. The matrix is then activated to give a reactive
succinimide esters by immersion in a mixture of 1-ethyl-3 (3-dimethylaminopropyl)
carbodiimide (EDC, Sigma-Aldrich) and N-hydroxysuccinimide (NHS, Sigma-Aldrich)
for 10 min. Mouse anti-human insulin antibodies (Apollo Scientific) are then passed over
the surface and are covalently linked to the matrix by spontaneous reaction with the esters.
Remaining active esters are finally deactivated using ethanolamine-HCI (Sigma-Aldrich).
Between each solution, a rinsing with buffer (mix of HPES, NaCl, EDTA and surfactant)
has been performed. The resulting biosensor has been placed into a 120 uL microfluidic
chamber (microfluidic ChipShop) where the detection has been performed.

Results and Discussion

During the first 10 min, the sensor is immersed in a continuous flow of 30 uL/min of
buffer to ensure stability. Then, insulin at a concentration of 0.1 ng/mL gradually replaces
the buffer for 20 min before the sensor is immersed again in the physiological solution.
As shown in Fig. 2a, after the rinsing process, A@ does not retrieve its original level. The
difference (~1.865°) is attributed to remaining analyte-receptors bonds. By repeating this
sequence (buffer - analytes - buffer) for increasing concentrations up to 100 ng/ml, the
difference in level decreases. Although the difference between the initial buffer level
(before immersion in a solution at a concentration of 0.1 ng/ml) and the buffer level after
immersion in each concentration increases until saturation is reached. This is due to the



number of free receptors decreases, and saturation is reached when almost all of them
have been bound to an analyte. Figure 2b shows this result in a semi-logarithmic scale.
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Figure 2. Insulin detection. (a) sensorgram obtained using the phase difference analysis. (b) Evolution of
the shift between the initial level (while the sensor is immersed for the first time in the buffer) and after
each immersion into analyte solutions with different concentrations. The green point corresponds to the
shift of 1.865° displayed in (a).

Conclusion

Using the phase difference spectra between two polarization states of a functionalized
Au-TFBG, we have shown that it is possible to detect insulin at concentrations down to
0.1 ng/mL. Those spectra are extracted using an OVA and the Jones formalism coupled
with polarizer emulation. The functionalization using matrix of 11-mercaptoundecanoic
acid bound with anti-insulin receptors limit the transient nature of insulin and showing a
shift due to bindings between analyte and receptor that saturate at concentration slightly
higher than 100 ng/mL.
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Continuous-variable quantum key distribution (CV-QKD) represents a solution to distribute
quantum-secure secret random keys, where weak coherent states can be encoded with
Gaussian or discrete modulation. Using readily available and mature commercial off-the-
shelf components, it is possible to achieve high secret key rates for practical short-reach
optical communications. From the security proof perspective, it is possible to analyse the
Gaussian modulation performance considering finite size effects. More recently, a security
proof for arbitrary discrete modulation was proposed, but only in the asymptotic regime.
In this work, finite size effects and confidence intervals are included in the models in order
to get realistic bounds for relevant hardware implementation parameters for CV-QKD with
arbitrary modulation. Furthermore, the optimum secret key rates were studied according
to different Alice/Bob implementation parameters such as receiver clearance, channel
loss, system excess noise, signal/LO lasers phase noise, signal modulation variance and
quantum/calibration data lengths, with the Gaussian linear channel assumption.

Introduction

The first CV-QKD protocol to make use of coherent states with Gaussian modulation
[1] was introduced in 2002, with security against individual attacks. The security proof
was further extended and improved to that of composable security against collective and
coherent attacks in [2]. In order to lower the complexity of CV-QKD, discrete modulation
formats like BPSK and QPSK have been proposed in [3] considering security against
collective attacks. However, their performance is reduced when compared to Gaussian
modulation, due to the lower cardinality of BPSK and QPSK. To close the gap between
Gaussian and discrete modulations, an analytical bound for the asymptotic secret key ratio
(SKR) of protocols with arbitrary modulation has been proposed [4]. In this work, we
analyse such analytical bounds under a realistic scenario with trusted noise and finite-size
effects.

Protocol & optimisation

In CV-QKD, Alice starts the protocol by randomly encoding a finite number of weak
coherent states, according to the modulation format and optimised modulation variance
(V4). She transmits the data to Bob via the quantum channel, that has a length/loss
according to each use case. To measure the quantum states, Bob uses double homodyne
detection with maximised quantum efficiency and optimised clearance, the ratio between
receiver shot and electronic noise. Excess noise due to Alice’s equipment or Eve’s
attack cannot be distinguished or calibrated. For the post-processing steps, Alice and
Bob use an authenticated classical channel to publicly share information for parameter
estimation, error correction (EC) and privacy amplification (PA). In parameter estimation,
Alice and Bob estimate the secret key ratio by publicly revealing 50% of the data. Here,
the quantum block length needs to be optimised according to the impact of finite-size
effects and limitations of the system. Lastly, Alice and Bob perform error correction and
privacy amplification to make sure they have the same key and to minimize Eve’s potential
knowledge. In error correction and privacy amplification, the algorithms need to be as



efficient as possible to prevent further degradation of the protocol’s performance. The
key management service (KMS) should be implemented with minimized key consumption
processes. A summary of the parameter requirements is presented in Table 1, where the T
and | mean maximize and minimize, while * means the parameter requires optimisation
according to theoretical model or use case.

Transmitter (Alice) Quantum channel Receiver (Bob) Post-Processing
Modulation Format T Distance T Clearance * Block length:
Modulation Variance Fiber type Quantum Efficiency T EC/PA efficiency T
Symbolrate * Channel Loss |  Total Excess Noise | KMS consumption |

Tab. 1: CV-QKD requirements for transmitter, quantum channel, receiver and post-processing.

Gaussian channel & Finite-size effects

This paper uses the assumption that Alice’s (x) and Bob’s (y) data follow the normal

linear model: y = tx + z with ¢t = /nT /2 and Gaussian noise z, with variance O'Z2 =

%f 4 + No + v..Where T corresponds to the transmittance of the channel, Ny + v,; the
receiver trusted noise and &4 the excess noise at Alice’s output, where the optimal attack
by Eve is performed. Finite-size effects are considered according to [5]. A lower bound
on the secret key ratio is obtained assuming the worst-case estimators with confidence
intervals for excess noise, transmittance and trusted noise. The following expression is
used to evaluate the secret key ratio assuming reverse reconciliation and collective attacks
with € security : K finire = % [BIpa — xep — A]. The fraction §; is the amount of data after
parameter estimation, 8 the reconciliation efficiency, /54 the mutual information between
Alice and Bob, ygp the Holevo bound and A a parameter related to the security of privacy
amplification. The analytical bound for a discrete modulation format is given in [4].

Receiver Trusted Noise

In a realistic CV-QKD scenario, one can assume that the receiver side is safe from an
attacker (Eve)[3]. This means Bob operates under the trusted noise assumption and
calibrates his detectors regularly by disconnecting the quantum channel and measuring his
total and electronic receiver noise with the LO on and off, respectively [6]. Bob can further
analyse the shot noise and clearance levels of the receiver to calibrate his data accordingly.
From the perspective of a theoretical model, the trusted quantities are perceived as quantum
efficiency n, shot noise Ny and electronic noise v,;. These parameters are used to obtain
the final excess noise expression: &4 = I%T(O'Z2 — No — Vep).

Modulation Format

At the transmitter, Alice needs to either implement a Gaussian or discrete modulation
format. In Gaussian modulation, the coherent state is an arbitrary complex number chosen
according to a Gaussian probability distribution. One discrete example is quadrature
amplitude modulation (QAM), where the constellation consists of M points distributed
over a square grid. It is important that each coordinate of the coherent state is chosen
independently according to a discrete Gaussian distribution (Probabilistic Constellation
Shaping). The coherent states are centered at M possible equidistant points of the form
@ = x +ip with probability: p,, ~ exp(—v(x* + p?)). By fixing the overall variance per
coordinate to %, the probability distribution depends only on the free parameter v, which
is numerically optimised according to Fig. 1a. An analysis of the impact of the worst-case
assumption and clearance levels is given in Fig. 2, with enhanced v for 64/256 QAM.
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Fig. 1: (a) Optimisation of v for maximum secret key ratios. Fixed parameters: distance = 30 km, o = 0.2
dB/km, V4 = 4.6 SNU, &5 = 0.01 SNU, v,; = 0.05 SNU, N =2 x 107, Neo; = 108, 7 = 60%, 8 = 95%,
e = 10710, (b) Probabilistic constellation shaping 64 QAM with v = 0.0747. (c) Probabilistic constellation
shaping 256 QAM with v = 0.046.

Residual Phase noise

Initial CV-QKD implementations multiplexed the quantum signal with strong transmitter-
side LO (TLO). This, enables a shot-noise calibration attack on the distributed LO,
compromising the security [7]. To circumvent this problem, Bob uses an independent
laser to provide the LO (LLO). With pilot-tone-aided techniques, Bob can recover the
relative phase between both lasers. Even so, excess phase noise exists which cannot be
compensated [8] given by: &,pa5e = 2Va(1 - e Vest/ 2) where, V,; is the variance of the
residual phase noise after phase estimation/correction. For a sequential-LLO scheme, V.
depends on, the symbol rate, the amplitude of reference signal (or pilot) and the sum of
the linewidths of the two free-running lasers. In order to minimize the impact of &,pase
on the secret key ratio, these parameters need to be optimised as shown in Fig. 3.
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Fig. 2: (a) Impact of worst-case (WC) scenario on SKR vs Distance. (b) Worst-case analysis of SKR vs
Quantum block length. (c) SKR for 64 QAM Modulation versus Clearance for different transmission
distances and block lengths. Same fixed parameters as Fig. 1.
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Results

The star symbol in each plot represents the input value in the theoretical model. For the
optimisation of the modulation format, in Fig. 1a, v is chosen according to the maximum
secret key ratio, given the fixed parameters. For 64/256 QAM v is equal to 0.0747 and
0.046, respectively.

In Fig. 2 we can see the impact of the worst-case estimators on the secret key ratio,
with transmission distance in Fig. 2a and quantum block length in Fig. 2b. The larger the
block size (> 10%), the less the finite size effects will deteriorate the performance of CV-
QKD. However, if the block size is increased, eventually hardware memory and processing
speeds will not be sufficient for a realistic implementation. Also, the higher the modulation
format the closer performance is to Gaussian, as expected from [4]. The clearance analysis
is given in Fig. 2¢, where we note that for large distances (>30km) and reasonable block
sizes (2 x 107) high-end low noise receivers will be required. Additionally, if the receiver
clearance is low, trade-offs are required by increasing block lengths.

On the transmitter side, Alice optimises the modulation variance according to the
security proof and excess phase noise Fig. 3a. For this plot, the increasing excess noise
is considered as we increase the modulation variance, and the used optimum value is 4.6
SNU for 30 km and N = 2 x 107. Further optimisation to minimize the excess phase noise
can be achieved by reducing the linewidth < 10kHz and increasing symbol rates > 103,
as seen in Fig. 3b and Fig. 3c.

Conclusion
In this paper, an in-depth multidimensional optimisation analysis is presented for a practical
CV-QKD implementation focusing on modulation format, clearance, block length, symbol
rate, linewidth and modulation variance. We showcase significant gains for the secret key
ratio extraction in realistic cost-effective CV-QKD. To our knowledge, this is the first time
that such optimisation analysis has been realized for these discrete modulation formats
considering receiver trusted noise and finite-size effects.

This work was supported by the Dutch Ministry of Economic Affairs and Climate Policy (EZK), as part
of the Quantum Delta NL programme.
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Abstract

Event-based cameras are cutting-edge, bio-inspired vision sensors that differ from conventional
frame-based cameras in their operating principles. In the field of machine learning, the switch from
CMOS cameras to event-based cameras has improved accuracy in settings with critical illumination
and rapid dynamics. In this work, we examine the combination of event cameras with extreme learning
machines in the context of imaging flow cytometry. The experimental setup, with the exception of the
image sensor, is similar to a set-up we utilized in a previous work in which we demonstrated that a
simple linear classifier can achieve an error rate of about 10% on background-subtracted cell frames.
Here, we demonstrate that by utilizing an event camera's capabilities, the error rate of this basic
imaging flow cytometer could be reduced to the order of 1073. Additionally, advantages like
increased sensitivity and effective memory utilization are obtained. Finally, we make further
suggestions for potential upgrades to the experimental setup that records events from moving
microparticles which will enable more precise and reliable cell sorting.

Introduction
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The biomedical sector employs a tool called flow cytometry to analyze a large number
of cells or particles [1]. The technique has been used in a variety of applications, including
the progression of cancer therapy and cancer detection, as well as the categorization of
microparticles and microalgae [2,3].

In this work, we use PROPHESEE’s event-based camera (also called a dynamic vision
sensors DVS) in imaging flow cytometry to overcome two main drawbacks faced by
systems which rely on traditional CMOS (or frame-based) sensors. The two drawbacks
of continuously capturing consecutive frames are memory usage and the difficulty of
filtering the background noise. Since the machine learning training can be very sensitive
to noise, not filtering noise properly could result in lower achievable classification
accuracies. Since event-based cameras only capture the changes in the scene (Figure 1),



the background noise is automatically removed and the memory usage is much more
efficient.

Methods

A laser source generating light with a 632.8 nm wavelength makes up the configuration
created for this work as seen in figure 2. The light is directed onto a PMMA microfluidic
channel after passing via a lens and a 25 m pinhole. A manual syringe pump attached to
the top port of the channel is used to pump flowing microparticles . One syringe was used
for particle A, another for particle B, and a third one was used to wash out the system
with water. The movement of the particles changes the diffraction pattern which is
captured by a Prophesee event camera. We used two different classes of spherical
microparticles (class A of diameter 16 um and class B with a diameter of 20 um).

Fig. 2: The experimental setup built to generate the training and test datasets. Light coming from a 1550
nm He-Ne laser passes through a lens then a 25 um pinhole. Behind the pinhole is a vertically-mounted
PMMA microfluidic channel inside which microparticles are flowing downwards. The diffraction pattern
caused by a flowing particle is captured by the event-based camera which is connected to a laptop with a
dedicated software for recording the events fired at different pixels.

Results

The events fired by the camera upon the passage of different particles inside the
microfluidic channel were recorded by a laptop. We then build a machine learning
pipeline which starts by first framing all the different events belonging to a certain sample
as shown in figure 3. We compared such samples with a simulation model that was done
in ASAP! using gaussian beam propagation method. The generated frames then went
through different preprocessing steps (downsampling, flattening, standardization, feature

1 ASAP is an optical simulation software for predicting real-world performance



selection), then a simple regularized logistic regression (a classification algorithm) was
applied on the resulted feature matrix.

Fig. 3: Experimental (top) and simulated (down) data of the diffraction pattern caused by the flowing
microparticles. Particles with two different diameters were used, 16 wm (left) and 20 um (right). The model
was simulated using ASAP’s waveoptics simulator. Notice the first disc of the airy pattern appears in the
simulation model but not in the experimental frames. This is because the events in the center are not fired
due to the fixed illumination.

In machine learning, it is crucial to split the data into three different categories for
training, validating and testing our model. At first, we had only one single measurement
session from which we collected those three types of samples. However, we found that
models trained and validated this way give misleading high accuracy when tested on the
same measurement session’s data. However, when we test such models on data from new
experiments, we found that the accuracy drops significantly. Therefore, we decided to
train our classifier in an intertwined way making it see data from different experiments
while testing was done on data from unseen experiments during training. Figure 4 shows
the error rates achieved by our trained classifier.

Finally, we compared the error rates of the current system with the one we had previously
in [3] which used a CMOS camera. We found that we could decrease error rate by 2 orders
of magnitude.
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Fig. 4: Test error rates for different classifier models trained using samples from different measurement
sessions. The trained models were tested on unseen data from different sessions than those in either training
or validation. On the x-axis are the resolutions of the frames sent to the linear classifier.



Conclusion

In this work we have demonstrated experimentally the different benefits novel event-
based sensors bring to the field of flow cytometry. These included higher accuracy, lower
background noise and more efficient memory utilization. We compared the new results
with the results from previous work which used a frame-based camera. Future work
encompass classifying biological cells and training spiking neural networks on the signal
from the DVS sensor.
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Towards a Fourier-Domain mode-
locked laser system with an integrated
Mach-Zehnder interferometer as
frequency filter
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The use of an InP based integrated asymmetric Mach-Zehnder interferometer (AMZI) in a
Fourier Domain Mode-Locked fiber-based laser for optical coherence tomography (OCT)
application is discussed and characterization results are shown. The need for high-speed
scanning source is crucial for OCT images, since it helps to avoid blurriness and artifacts due
to the motion of biological tissue during in-vivo measurements. In this work, we observed that
replacing the commonly used piezo-driven Fabry-Perot filters (FFP) with monolithically
integrated ones, enables a laser system with higher tuning speed and consequentially reduced
cavity length. The laser consists of a fiber ring cavity containing a semiconductor optical
amplifier and the integrated AMZI. The laser wavelength is tuned at the cavity roundtrip
frequency by applying reverse bias voltage on an electro refractive modulator present in one of
the arms of the integrated AMZI. A preliminary characterization reveals a 3 nm comb width
around 1530 nm, together with 83.3 ns output pulses for a 16 m fiber-based laser with a 12
MHz repetition rate.

Keywords: InP, Semiconductor Lasers, Fourier-Domain Mode-Locked laser

Introduction

Fourier domain mode-locked (FDML) lasers are among the fastest wavelength-swept
light sources. They are used in many applications, like optical coherence tomography
(OCT) [1] and Raman or two photon microscopy [2]. FDML lasers consist of long ring
fiber cavities with tunable Fabry-Perot bandpass filters (FFPs). The transmission
wavelength of the mechanically tunable FFPs is modulated sinusoidally with a
repetition period equal to the fundamental cavity round trip time. In this way, these
lasers overcome the limitation of the buildup time of the laser signals from spontaneous
emissions, allowing for fast sweeps up to 290 kHz [3]. The slow scans of FFPs are
currently limiting the tuning speed and the dimensions of the laser cavities. New
approaches introduced lithium-niobate Mach-Zehnder interferometers [4] as
wavelength-tunable comb filters in such FDML fiber ring lasers. In this work we show
preliminary data on an integrated AMZI bandpass tunable filter with reversely bias
driven InP based phase modulators in a fiber based FDML laser. The phase modulators
allow for faster scanning of the AMZI as well as using other time dependencies of the
maximum transmission wavelength as a function of time than sinusoidal. The AMZI
characteristics and the laser schematics are reported. Optical and electrical spectra, and
output pulse duration obtained from the FDML. These results can be considered as a
milestone for the monolithic integration of FDML laser on InP, to achieve GHz scan
speeds; as theoretically modeled [5], [6]. Moreover, the use of an InP based integrated
AMZI, increases the possibility of using different driving voltage waveforms, which
leads to different power distributions over the modes of the generated frequency combs.

Laser Design and DC operation



The fiber-based laser design, with schematics in Fig. 1 (a), consists of ring cavity with
the AMZI as a tunable bandpass filter. The gain medium is a discrete component
semiconductor optical amplifier (SOA), where its substrate temperature is stabilized to
20° trough Peltier and water cooling. Two optical isolators are included inside the ring
cavity to ensure only counterclockwise (CCW) propagation of the light. The output of
the AMZI is connected to 2x2 output coupler where 90% of the optical power is fed
back to the laser cavity and 10% is extracted as the output signal. A Single Mode fiber
(SMF) delay line leads to a total cavity length of 16.071 m which corresponds to a
cavity FSR of around 12.038 MHz calculated as:
C

FSRcavity =

Ngilamzi+ngz(Lrotai—Lamzi) (1)
Where ng1=3.66 is the group index of InP waveguides at 1550 nm, ng=1.55 is the group
index of SMF and L,,,,; = 4.6 mm is the optical path length on the InP chip. The free
spectral range (FSR) of 6 nm of the AMZI is determined by the geometrical length
mismatch AL (97 um) between the two arms. The wavelength tuning of the laser is done
by applying a reverse bias voltage to one of the phase modulators of the AMZI , with a
linear phase change of 15°/V.mm [7]. It is important to mention that to achieve FD-
MLL operation in the proposed design, it is essential that the modulation is applied only
on one arm of the AMZI to exploit both the effects of wavelength filtering and phase
modulation. In this way it is possible to obtain a fixed phase relation between adjacent
modes.
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Fig.1 (a) Schematics of the fiber-based Fourier Domain Mode-locked laser investigated in this work. (b)
Laser spectra for different DC bias conditions applied to the AMZI.

The laser threshold current is 200 mA, and the optical power measured on the
photodetector is 110 uW at 320 mA. The optical power is mainly hampered by the
coupling loss between InP chip and the fiber, and it has been measured at the output of
the AMZI where the highest cavity loss occurs. The laser tuning is investigated
applying reverse bias voltage to the filter between 0 V and -7 V with 1 V step. In Fig. 1
(b) is possible to observe different spectra as function of the reverse bias voltage
measured with a resolution of 20 MHz (APEX 2641-B). From the plots, we can observe
three spectral mode groups with 6 nm spacing corresponding to different AMZI
transmission periods. From the wavelength tuning we observe that lasing modes are
hopping between the different filter maxima. This is since the lasing wavelength occurs
where the minimum loss is present and small variations in loss for the different maxima
occur during tuning. This behavior is a limitation to the FDML operation, since the laser
hopping between different wavelengths will occur then as well.

Fourier Domain Mode-Locking Operation

The mode-locking operation of the laser is investigated tuning the AMZI filter with a
sinusoidal drive signal with the same frequency as the FSR of the ring laser cavity.
Electrical spectra from a 12.5 GHz photodetector, monitoring the laser output are



recorded to investigate the mode-locking operation with respect to the modulation
frequency of the AMZI tunable filter. The optimal frequency was found to be 11.975
MHz, for an SOA current of 318 mA. The blue curve in Fig 2 (a) shows the electrical
spectrum when the modulation of 11.975 MHz is applied to the AMZI. RF power at the
cavity repetition rate is measured to be -15.7 dBm, which is 85 dB higher than the noise
floor (-100 dB). This is used as a clear indication of mode-locking operation of the
laser. As we detune the modulation frequency by 10% we observe (red curve in Fig 2
(b)) the presence of beating frequencies between the laser fundemental frequency and
the modulation frequency. A high-resolution scan of the modulation frequency is made
to observe the effect of smaller detuning on the RF power. We see that a detune of 5
KHz, 15 KHz and 60 KHz results in 1 dB, 3 dB and 5 dB of RF power drop
respectively. In the same way, a detuning of +5 KHz results in a 3-4 dB drop of the
optical spectral power. Fig. 2 (b), shows the optical spectrum of this FDML laser
measured at 20 MHz resolution for different AMZI modulation depths (Vpp). It is clear
how the optical power is concentrated at the edges of the frequency comb generated by
the filter sweep. This is a characteristic result for a sinusoidal drive signal applied to the
AMZI filter as we predicted from optical simulations [6]. The asymmetric shape of the
comb with respect to the center can be explained with the residual absorption of phase
modulators as function of the reverse bias voltage [8]. The effect of the modulation
depth is observed by the increase in the comb width and a simultaneous decrease in the
average power. This happens since the larger the modulation depth, the shorter the
fraction of time the laser is operating at one of the cavity modes, as theoretically
explained in [6].
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Fig. 2 (a) Electrical spectrum for FD-ML operation at the fundamental frequency (Fmoe=11.975 MHZz) and
for 1 MHz detuning. b) Optical spectra for different VVpp applied to the AMZI

The output pulses, after passing through an Erbium doped fiber amplifier (EDFA) are
recored with a 12.5 GHz bandwidth photodiode and studied to identify the FDML
operation. The RF signal applied to the AMZI filter is used to trigger the osciliscope
acquisition and the time traces were averaged over 600 sweeps. The obtained output
pulses, shown in Fig. 3 (a) reveal how the output power is distributed over the whole
pulse period of 83.3 ns (11.975 MHz repetition rate). This can be interpreted as a
second indication for FDML operation. The presence ofdrops in output power occuring
at the maximum drive voltage of -5V may be due to the fact that the laser is operating
outside of the gain window of the EDFA. This happens due to mode-hopping between
different maxima of the periodic filter function as shown for DC laser operation in Fig.
1 (b). To evaluate the phase relation between different spectral modes in the obtained
combs, the output comb is spectrally filtered over different modes to determine the
relative time delay of different spectral components. During the wavelength sweep of



FD-MLL, we expect the existence of two pulses at a specific filtered wavelength within
the sweep range of the laser. The time delay between the two pulses §t can be linked to

i Ao—Asitter
the filtered wavelength Asyye, by: 8t = =L
A1=2o

A, = 1531.40 nm corresponds to the wavelengths at the edge of the sweep range of the
obtained frequency and Tperioq IS the round trip time. Fig. 3 (b) shows 500 ns output
time trace corresponding to filtered output spectrum at 1530.40 nm. We observe the
existence of two pulses in the round-trip time of 83.3 ns and the time delay between
them is found to be 56 ns which is the delay between the two pulses at 1531.40 nm.
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Fig.3 (a) 500 ns recoreded signal time traces (green) overlapped with the drive signal applied to the
AMZI.(red) (b) 500 ns recored signal time traces for sinusoidal same driving and a filtered spectrum at
1530.4 nm (I1spa=318 MA, F modulation =11.975 MHz, Vpp=5, Vorsie=-2.5 V, Gepra=11 dB)

Conclusions

This first results on the use of an integrated AMZI as a fast tunable filter in FDML laser
are here presented. A 3 nm frequency comb together with 83 ns long pulses have been
experimentally observed. This work is intended to be a first step into the realization of a
fully integrated FDML laser with GHz scan rates to be used as a source for OCT
endoscopy and imaging.
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We present a low propagation loss aluminium oxide integrated photonics platform
enabling applications with operation down to the UV wavelength range (i.e., >250 nm).
Single mode fully etched waveguides were fabricated with losses down to 2 dB/cm at
405 nm. The influence of waveguide dimensions on the propagation losses are presented,
indicating that losses are sidewall roughness limited. Lower losses can be achieved by
further optimization of the cross-section of the waveguides. In this paper, the aluminium
oxide platform is introduced together with the characterization of the waveguides at near-
UV wavelengths.

Introduction

Silicon photonics has led to the development of devices in a range of fields including
signal processing /1], nonlinear optics /2] and quantum information processing /3].
Amongst the different silicon photonic platforms, devices based on silicon nitride are
quite mature, particularly for visible and near infrared (NIR) wavelengths /4],
[5] However, the high material absorption in the blue and UV have prevented their
utilization at near-UV wavelengths. A need for low loss photonic integrated circuits
(PICs) in the UV exists with applications such as quantum ion traps /6/, atomic clocks
[7] and spectroscopy. Aluminium oxide (Al2Os3) exhibits a bandgap between 5.1 and
7.6 eV (A~163 — 243 nm) depending on the layer morphology/§/, facilitating devices
down to 250 nm. In addition, an moderate refractive index contrast with silicon dioxide
(S10) facilitates reduced scattering losses from roughness while the minimum device
features are still reasonable as it scales with the wavelength. Using atomic layer
deposition (ALD) deposited Al,O3 with SiO; cladding, losses down to 1.8 dB/cm at
405 nm have been demonstrated /9/. With air cladding, losses as low as 3 dB/cm have
been reached at 370 nm //0]. These losses demonstrate the feasibility for AlO3 PICs in
the UV. ALD is however an slow /7/] and relatively expensive process. Here we present
a low-loss reactive sputtered Al,O3 UV PIC platform. First, the waveguide design is
discussed ensuring single mode operation. Next, slab losses in the UV of the deposited
layers is discussed. Finally, channel propagation losses measured at 405 nm using a
cutback method are presented.

Design

Single transverse mode operation is a requirement for most PIC components. We have
therefore chosen the investigated waveguide dimensions to support single mode
operation. We choose to fix the layer thickness at 70 nm as this is the minimum thickness
that still supports mode propagation at 377 nm, thereby allowing for quality control of
the layer after deposition. For quality control, the layer propagation losses are measured
using a Metricon M2010 prism coupling setup. For the results presented here the losses
after deposition where found to be 0.7 dB/cm at 377 nm. To determine suitable
waveguide widths for 405 nm light, finite difference eigenmode simulations are



performed to determine the refractive index as a function of waveguide width. The results
shown in Figure I indicate that a higher order mode starts at a width of 670 nm. For this
reason we choose a maximum waveguide width of 700 nm as the higher order TE mode
is not supported when even a slight bend is applied. The minimum waveguide width is
chosen at 400 nm as this still exhibits negligible bend losses at a bend radius of 500 pm.
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Figure 1 Effective index of an 70 nm high Al203 waveguide as a function of its width for light at 405 nm.

Results

We will demonstrate the performance of the Al,O3 waveguides for UV applications by
UV-Vis transmission measurements as well as waveguide loss measurements using a
cutback method at 405 nm. The UV-Vis transmission measurement is performed on an
quartz substrate coated with an ~850 nm AlO3 layer and an quartz reference. The
resulting transmission loss as presented in Figure 2 shows that the absorption of the A1,O3
layer starts to markedly increase from ~250 nm demonstrating the feasibility for
waveguide operation below 250 nm.
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Figure 2 Transmission loss spectrum of sputter coated Al203. The observed dip at 310 nm is caused by the
switching between the halogen and deuterium lamp.

The PICs for the waveguide loss measurements are fabricated by electron beam
lithography. They consist of a circuit with spirals of varying propagation length from 3.3
to 14 cm. After development, the waveguides pattern is transferred into the Al,Os using
reactive ion etching. Next, a SiO> cladding is deposited and the circuits are diced. For the



cutback measurements light from a polarization maintaining (PM) fiber-coupled 405 nm
laser source is butt-coupled to the chip using pm-s350-hp fibers. Although taper couplers
are implemented in the circuits, high coupling losses in excess of 30 dB per facet are
observed. We expect the facet roughness to be a major contributor to these losses as the
end facets are not polished. In addition, bend losses can be observed in the camera image
taken from the propagation through the waveguide in Figure 3.

Figure 3 Top view of 405 nm light coupled into an Al203 PIC. The arrow indicates light lost at the bend scattering
from waveguides that are routed perpendicular.

To determine the propagation losses, the power transmitted (in dB) as a function of
channel length is plotted and an linear fit is used to determine the propagation losses. The
results for the given waveguide widths for both TE and TM polarization are shown in
Figure 4. We observe a clear loss reduction when the waveguide width is increased from
400 to 500 nm, indicating an significant sidewall roughness contribution to the losses.
Observed losses for the consecutive widths have clearly overlapping confidence intervals
making any further conclusion precarious.
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Figure 4 Propagation loss as a function of waveguide width for launched light of 405 nm. Error bars are the 95%
confidence interval of the linear least squares fit.

Conclusion

We have demonstrated low loss sputter coated Al2O; waveguides with SiO; cladding,
with losses down to 2 £+ 0.5 dB/cm, comparable to the best results obtained with ALD
deposited Al2Os3. In addition the transmission bandgap down to 250 nm is verified
showing the possibility for PICs in the UV.
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Laser frequency stabilization schemes are opto-electronic control systems which enable
the reduction of frequency noise and typically provide the long term (> us) frequency
stability of the laser output. Such systems consist of several optical components, yet
only the semiconductor laser has thus far been successfully integrated. In this paper we
present our work towards the further integration of other optical components, namely
the electrical optical phase modulator (EOPM) of the Pound Drever Hall (PDH)
frequency stabilization scheme onto a single monolithically fabricated PIC on the Smart
Photonics InP platform. Previous attempts have been unsuccessful due to the electrical
cross talk between the EOPM and the semiconductor laser. In this paper, we investigate
whether fabrication on a semi-insulating InP substrate integration platform and the use
of adjacent short circuited EOPMs sufficiently reduce the cross talk for frequency
locking to be achieved.

Introduction

Optical sources with good frequency stability (linewidth < 100kHz), over short (<10us)
and long (>10ps ) timescales are vital for sensing and metrology. Although free running
lasers with intrinsic linewidths at 10 kHz have been monolithically integrated [1], their
stability will significantly deteriorate over time due to environment disturbances and
electrical noise. To enable stable sources over longer timescales, it is necessarily to
employ a frequency stabilizing feedback system such as the Pound Drever Hall (PDH)
system [2].

eovg]
) | {
‘ LUT [~ Y Ci?ﬂator
7 spiitter \( [ eopm LL.OOO A& >
PC PC
1
1
Amplifier E
1
= 1
Opto-coupler Local i
. Oscillator ! PD
Summing
Amplifier Phase
Shifter

Figure 1: Schematic of the PDH locking scheme. The blue and green
boxes indicate the optical and electrical components respectively.

Figure 1 is a basic schematic of the PDH system. Composed of large and expensive
components, it is often advantageous to miniaturize the footprint of the circuit in terms of



cost, size and power consumption. Whilst the integration of the electronic circuitry on a
single CMOS IC has been demonstrated [3], with regards to the optical circuit, thus far,
only the light source has been successfully integrated on a PIC [4]. Integration has been
limited by electrical cross talk between the stabilized laser and other actives. In this work,
we aim to investigate whether the EOPM, in addition to the laser, can be integrated on
chip.

Circuit Design

Previous work on the n doped platform identified two explanations for the occurrence of
electrical cross talk [4]. Firstly, under reverse bias voltage, the resistance of the EOPM
(50MQ) far outweighs the resistance of the isolation sections (few MQ). This allowed
current to leak through the connecting waveguide leading to the laser cavity, effectively
making the waveguide a weak EOPM. This changed the length of the lasing cavity
causing the frequency mode to be modulated. To prevent the flow of leakage current, we
have included adjacent EOPMs, of length 50um, either side of the external EOPM, which
are shorted on chip [5].We will refer to these as shorted blocks.

The second issue relates to the common ground shared between all active components.
An EOPM is a PIN diode, which has an associated capacitance. In addition to this
capacitance, a finite resistance exists between the diode and the common ground. When
current flows from the n doped InP layer to the ground it causes an elevation of the
common ground and subsequent tuning of all actives. To establish greater isolation of
the grounds, we have fabricated on a semi-insulating platform. On this platform the n
doped layer is on top of a semi-insulating substrate. Active components are grounded by
etching to the n doped layer close (=10um) to the P contact, allowing for a low resistance
contact. So, although the common ground remains, the current should flow through a loop
close to the device.

Figure 2: Microscopic image of InP PIC. The purple box and green boxes indicate the laser I and external
EOPM 1 respectively. The blue and black boxes show the laser 2 and external EOPM 2 respectively. The
orange box indicates a PD, used for monitoring purposes. Metallization is made from the topside.

Figure 2 shows a microscopic image of the integrated optical circuit. The green box
encircles the EOPM structure (comprising the external EOPM 1 and the two adjacent
shorted blocks) and the purple box encircles the narrow intrinsic linewidth semiconductor
laser which we wish to frequency lock. EOPM 1 has a length of 1.5mm and a measured
efficiency of 13.3 °/mm-V. As was shown in figure 1, there are two electrical inputs to
the circuit. A reverse bias control signal from the PID controller is applied through an
opto-coupler to one of the tuning elements (ring resonator or rear DBR) to correct for any
frequency deviations, and a sinusoidal signal is applied to the external EOPM to modulate
the carrier. To successfully integrate both the laser and the external EOPM onto the same
PIC we must limit the electrical cross talk between the EOPM and the fine-tuning
elements.



Measurement

To establish the presence of electrical cross talk in our circuit, we first examined the
optical spectrum. The PIC in figure (2) was mounted on an aluminum sub-mount and
wire bonded to a PCB to allow for electrical inputs. A lensed fibre was coupled to the
angled facet to collect the optical signal. Figure 3 shows the spectrum from laser 2
(encircled by the blue box in figure 2) when EOPM 1, of circuit 1, was modulated with a
30MHz sinusoidal signal with an offset of -5V and an amplitude of 2V. Two effects are
seen. Firstly, sidebands are induced on the carrier wave showing that EOPM 2 was being
unintentionally frequency modulated and secondly the lasing mode is shifted 260 MHz.
The DC and AC modulation respectively suggest that we have both resistive and
capacitive coupling of electrical signals.
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Figure 3: Spectrum of the laser 2 when the EOPM  Figure 4: Vp2p across other actives components
1 is unmodulated (blue) and modulated (orange). ~ (rear DBR, EOPM 2, Photodiode, SOA and RR) as
a function of Vp2p across EOPM 1.

To measure the resistance between the EOPM 1 and the active components in laser 1, a
slow sinusoidal modulation of 100kHz (detectable using our equipment) was applied to
the external EOPM. The voltage across one of the active components in the circuit 1,
either the SOA 1, ring resonator 1, rear DBR 1 or PD was measured, whilst the other
actives were grounded, including the shorted blocks, to the ground of the signal generator.
We additionally measured the voltage across the EOPM 2 in circuit 2 which is connected
via a waveguide that combines the output of the two laser systems. Figure 4 shows the
peak-to-peak voltage (Vp2p) across the active component, connected via a waveguide to
the EOPM 1, plotted against the Vp2p applied to EOPM 1. It can be seen that the rear
DBR is most strongly affected. A 1V Vp2p to the EOPM results in 0.160mV Vp2p across
the rear DBR. Using this data, we can estimate the resistance between the EOPM and the
measured active. For the rear DBR this was found to be a resistance of 5.25MQ.

As a diode under reverse bias typically has a resistance of 10 times this value, it suggests
there is a short circuit between the EOPM 1 and the rear DBR.

The final measurement taken was to determine the capacitance of the circuit. We placed
a 1kQ resistor on the output of the signal generator and measured the voltage across it,
allowing for the calculation of the current (I) through the EOPM (see figure 5). On an



oscilloscope we recorded the V(t) across the EOPM and took the time derivative to
determine the capacitance. Figure 6 shows a plot of the current across the EOPM, as a
function of the time derivative of the voltage across it, the gradient of which is equal to
the capacitance of the EOPM 1. This was calculated to be 190pF.
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Figure 5: Circuit diagram of the measurement Figure 6: Plot of the current through the external
setup. Voltages across the 1kQ resistor and the EOPM vs time derivative of the voltage across it
EOPM are measured as a function of time using using an output impedance from the signal
real time oscilloscope. generator of 1k€Q.

Conclusion

Our results show that there is still significant electrical cross talk present on the semi-
insulating platform and in the configuration presented here it does not allow for the
integration of the EOPM and semi-conductor laser on a single monolithic PIC. In this
work we have started to measure and identity the mechanisms in which electrical signals
from one device are transmitted to others on the PIC. In future work, we will investigate
how the use of an etch through the n doped layer, and a greater decoupling between the
grounds, impacts the measured electrical cross talk.
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Integrated Silicon Nitride (SiN) photonic circuits offer high flexibility, low losses, and a
wider wavelength operating range compared to silicon-based waveguides. The possibility
to use wavelengths down to less than 800 nm can enable applications such as Optical
Coherence Tomography and fully integrated optical Rubidium clocks. Central to this
promise is the integration of (low-linewidth) laser sources operating in these shorter
wavelength ranges. By integrating Gallium-Arsenide (GaAs) semiconductor optical
amplifiers (SOAs) on the low-loss platform SiN, ultra-narrow linewidth extended-cavity
lasers can be created on a fully integrated platform. However, the integration of GaAs
with SiN has shown to be challenging due to the high refractive index mismatch between
the two materials, making evanescent coupling practically impossible. This work
proposes a novel facet-coupling based approach to integrating GaAs SOAs operating at
780 nm on a SiN platform using micro-transfer printing into an etched recess. By
optimizing the spatial overlap of the SOA mode with the SiN mode, direct non-adiabatic
broad-band facet coupling can be achieved with simulated theoretical coupling between
I11-V and SiN of up to 72%. This works shows the integration method, as well as the
simulations of the coupling between the SOA and the waveguide platform.

Introduction

In the past years, a great push has been made to extend integrated photonics to the shorter
wavelength spectrum. While silicon-based infrared and mid-infrared photonics have
offered many technical solutions, most notably in telecom/datacom fields, many fully
integrated sensing applications requiring visible wavelengths have been firmly out of
reach due to the relatively narrow bandgap of silicon. At a wavelength of 800 nm, optical
coherence tomography and fully integrated optical Rubidium clocks are two of the main
envisioned applications for photonics. To accommodate such wavelengths, Silicon
Nitride (SiN) based waveguides are used, offering transparency well through the visible
spectrum. Central to these sensing solutions is the integration of a narrow-linewidth laser
on the silicon nitride platform. Since silicon nitride is a passive dielectric, gain at these
wavelengths must come from the heterogenous integration of I11-V materials, most
notably Gallium Arsenide (GaAs) semiconductor optical amplifiers (SOAs) at 800 nm.

Unfortunately, the integration of GaAs on SiN is difficult, mostly due to the mismatch in
refractive index, making direct evanescent coupling impossible. Most commonly, 111-V
materials are integrated on top of patterned SiN wafers through (die-to-)wafer bonding or
micro-transfer printing and coupled using evanescent fields [1, 2]. To couple from the
high-index 111-V materials to the low-index SiN, an intermediate layer with a taper is
generally used. For mid-IR, coupling between Indium Phosphide integrated on SiN using
micro-transfer printing has been frequently demonstrated using an amorphous silicon



intermediate layer. However, selection of such layers for sub-micron wavelengths is
much more difficult. In other recent work, integration of bonded GaAs on SiN was shown
using an intermediate dielectric coupling structure that is butt-coupled to the GaAs SOA
and evanescently coupled to the SiN [3].

This work proposes instead to forgo the coupling structure and directly butt-couple the
SOA to the SiN waveguide. This is made possible by using the flexible micro-transfer
printing approach, which can print a small fully pre-fabricated structure into a recess,
allowing for vertical alignment of the SOA and waveguide modes. In this paper, the
fabrication approach for butt-coupling through micro-transfer printing is laid out and
verified through simulations, showing more than 70% maximum coupling efficiency.
Furthermore, it shows that, within reasonable alignment tolerances, more than 50%
theoretical coupling efficiency is possible.

Device integration procedure

The GaAs SOAs are designed as edge-coupled devices. To this end, both ends of the SOA
are dry-etched to form facets. On the back-side of the SOA, the facet is straight and coated
with a layer of gold to form a broad-band mirror. The front-side facet is used to couple to
the SiN waveguide and is etched at an angle to prevent reflections into guided modes.
The SOAs are designed to be heterogeneously integrated on a SiN-on-oxide feedback
chip to form low-noise extended-cavity lasers, as shown in Figure 1(a). Here, an example
design is pictured of a Fabry-Perot-type extended-cavity laser using the SOA, a taper for
matching the mode shapes of the SOA and SiN modes for butt-coupling, a SiN waveguide
spiral, and a narrow-band Bragg reflector.

SiN waveguide

Recess

b
I0) (i) Taper/waveguide definition + recess etch
$i0 cladding Si0 cladding l l l l l

. uTp
(iv) Back mirror

Si0 cladding

(iii)

Si0/cladding BCB spraycoating

Figure 1: a) example of an heterogeneously integrated extended-cavity laser with a micro-transfer printed SOA in a
recess, a SiN waveguide spiral, and a narrow-band Bragg grating. b) fabrication steps for SOA integration showing
(i) unprocessed target wafer, (ii) taper/waveguide definition and recess etching, (iii) BCB bonding layer spray-coating
and patterning, and (iv) micro-transfer printing of SOA into the recess using a polymer stamp.

The SOAs are coupled to the SiN feedback chip by micro-transfer printing them. Here,
fully-processed SOA’s are transferred into an etched recess, thereby aligning the SOA



mode with the SiN both horizontally and vertically. This shows the relative flexibility of
the micro-transfer printing approach. The complete process flow for integration is shown
in Figure 1(b). First, the waveguides are etched in the SiN, as well as the taper. To align
the SOA mode with the SiN waveguide mode vertically, a recess is etched in the target
chip. Since the (usually positive) slope of the sidewall of this recess will determine the
minimum distance between the SOA facet and the SiN facet, the sidewall should be as
straight as possible. Subsequently, a polymer bonding layer of benzocyclobutene (BCB)
is spray-coated and patterned so it only covers the recess floor. This patterning can also
allow to remove any sloping of the BCB up to the recess sidewall, which would
complicate the transfer-printing alignment. Next, the pre-fabricated SOA is printed in the
recess. Lastly, the whole chip can be cladded in oxide or BCB to further reduce reflections
and the chip is metallized to form electrical contacts for the SOA.

The horizontal alignment is done using the transfer printer. Since the height of the
quantum wells and thus the optical mode in the SOA is known very precisely, the depth
of the recess can be made to match this to vertically align the SOA. Since the SOA is
placed in a recess, it can be directly placed on the silicon (Si) substrate. In other methods,
the SOA is always placed above the SiN and SiO layers, the latter insulates heat very
well. This means this method provides much better heat sinking of the SOA to the Si
substrate. Since heat generation is usually the main factor limiting with how much current
a heterogeneously integrated laser can be pumped, this will allow for higher pump
currents and thus laser output power.

Alignment simulations

The most important consideration for the direct butt-coupling approach is the alignment
tolerance. To verify the potential of this approach, therefore, finite-difference time
domain (FDTD) simulations were performed using Lumerical’s software suite. From
optical mode simulations, the ideal cross-section for the SiN taper end was found to be
3000 nm by 80 nm, resulting in a mode overlap of 95% with the SOA mode, which is
shown in Figure 2(a). This geometry was then used in an FDTD simulation to find the
coupling efficiency between the two geometries for different misalignments. The optical
propagation from the SOA to the SiN is plotted in Figure 2(b). To reduce reflections
within the laser cavity, the GaAs waveguide is angled by 7 degrees and the SiN by the
corresponding optimal angle following from Snell’s law. Furthermore, a layer of SiN is
present on the GaAs facet. This layer is an inherent product of the fabrication method of
the SOA and can be tuned to form a simple anti-reflective (AR) coating.

The ideal case, where the SOA is printed directly against the recess edge, is plotted in
Figure 2(c). However, in practice, this is very hard to realize. In work by Juvert et al. [4],
coupons were shown to be printed within 1 um of the recess edge and mostly within a 1
um spread in lateral misalignment. In Figure 2(d), the coupling values for a facet distance
of 1 um are therefore plotted. Clearly, within these misalignment values, theoretical
coupling values in excess of 50% can be expected, showing the feasibility of this
integration method.
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Figure 2: a) Optical mode of the GaAs SOA with outlines for the multiple quantum wells (MQW) and the
ridge waveguide. b) Top-down view of the optical propagation from the GaAs to the SiN with outlines for
the SiN waveguide and GaAs ridge, as well as the SiN AR coating. c) Power coupling heat map for a
facet distance of 0 um (ideal case) for different alignments. d) Power coupling values for a facet distance
of 1 um (realistic case).

Conclusions

In conclusion, we demonstrate a novel coupling method for GaAs on SiN
heterogeneously integrated lasers, using direct facet-coupling of GaAs SOAs micro-
transfer printed in a recess. Here, we outline the integration method and show FDTD
coupling simulations for misalignment in three dimensions, showing larger than 50%
coupling efficiencies for realistic misalignment values. This method may allow for easier
integration of GaAs on the SiN platform, allowing for applications such as OCT and
Rubidium optical clocks.
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The integration of active-passive material platforms is needed to increase the number of optical components
on-chip, i.e. achieve more functionalities on PICs. Adiabatic waveguide tapers are of great interest for
applications that require short and low-loss transitions between different material platforms. In this work,
an Er-doped Al,O; adiabatic waveguide taper is designed for the integration with the standard asymmetric
double stripe (ADS) Si3;Ny TriPleX technology. The tolerance of the taper design to fabrication variations
is studied in the wavelength range of 980 nm — 1630 nm. The simulated total loss of the final taper design
is 0.1 dB per coupler.

Introduction

The integration of active-passive material platforms allows for more functionalities on
Photonic Integrated Circuits (PICs). There are two main schemes for material integration,
namely hybrid and monolithic integration. The monolithic integration scheme allows the
incorporation of all the optoelectronic components on a single chip which results in
compact devices and cost reductions [1]. For commercial applications, the transitions
between the different material platforms should be compact and with low optical losses.
One of the common techniques to achieve high-performance coupling between two
waveguides is using adiabatic transitions [2]. In an adiabatic transition, the change from
one waveguide to another should be smooth and gradual, e.g. by using a tapered section.
With the slow variation of the geometry, the mode from the first waveguide evolves
adiabatically (i.e. with negligible power losses) to the mode of the second waveguide.

Device design

A 3D schematic of the double-layer integration of Er**:ALOs and SisNs is shown in
Fig. 1(a). The Er*":A1,Os channel waveguides are separated by a thin SiO» layer from
standard asymmetric double stripe (ADS) Si3N4 TriPleX waveguides [3]. The thickness
of the Si0, spacer is controlled by a chemical-mechanical polishing (CMP) step that is
used to achieve a good surface uniformity. Typical thickness values are in the range of
200-300 nm. However, the spacer thickness can be further reduced down to 100 nm by
locally etching in buffered HF.

Fig. 1(b-c) shows the cross-section (CS) schematic of the structure with the corresponding
electric field intensity distribution of the fundamental TE mode at four distinct positions
along the adiabatic coupler. The cross-sections are shown at the ADS Si3N4 waveguide
core [CS (i)], the ADS SizN4 waveguide core and tip of the Er*":Al,Os lateral taper
[CS (ii)], the tip of the ADS Si3N4 lateral taper and the Er**:Al,O3 waveguide core [CS
(iii)], and the Er*":Al,Os; waveguide core [CS (iv)]. The fundamental TE mode at the
beginning/end of the coupler, i.e. CS (ii) or CS (iii), has a slightly different effective
refractive index from the mode at the SisNs waveguide [CS (i)] or Er**:AL,O3 waveguide
[CS (iv)]. The change in effective refractive index produces a mode mismatch loss, visible
in their electric field intensity distribution. Then, the mode continues propagating in the
tapered region, where the power of the mode is transferred adiabatically from one



waveguide to the other. Therefore, the total loss of the coupler is the sum of the mode
mismatch losses and the losses occurring in the tapered region.
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Fig 1. (a) 3D schematic of the coupling region for the double-layer integration of SisN4 and Er’*: Al,Os.
(b) Schematic cross-sections at (i) the Si;N4 core, (ii) the SisNy core and tip of the Er**: ALOs taper, (iii)
the tip of the SizN4 taper and the Er**: AL,Ojs core, (iv) the Er’*: ALO; core. (c) E-field intensity of the
fundamental TE mode at the respective cross-sections.

Simulation results

Simulations using Lumerical Mode Solutions software were performed to study the
performance of the optical couplers considering fabrication tolerances. The methodology
combines the Finite Difference Eigenmode (FDE) solver, for the mode field calculations
and extracting the mode mismatch losses, and the EigenMode Expansion (EME) solver
to calculate the losses in the tapered region.

For the design, the standard width of 1.1 um was used for the SisN4 waveguide core. The
Si3N4 width is tapered laterally down to 300 nm with a taper angle of ~0.039° (i.e. taper
length of 800 um) based on previous work [4]. The minimum Si3Ns width is limited by
the resolution of the stepper lithography process. For the Er’*":Al,O3 channel waveguide,
a thickness of 800 nm was chosen for its application in waveguide amplifies since it will
allow for a high overlap (~80%) between the fundamental TE mode of the signal
wavelength and gain material resulting in higher gain. The Er**:AlLOs core width of
1.6 um is tapered laterally down to 150 nm, with the same taper length as Si3Ny, resulting
in a taper angle of ~0.057°. The taper width was chosen based on the current achievable
dimensions using Electron Beam Lithography (EBL, Raith EBPG5150).

Five wavelengths are considered in the simulations: 980 nm and 1480 nm (i.e., pumping
wavelengths for Er**); 1532 nm, 1550 nm and 1630 nm (i.e., Er*" emission band). The
refractive indices for the materials are extracted from experimental measurements
(Woollam M-2000UI ellipsometer) and are summarized in Table 1. The simulation
analysis focuses on the influence of the EBL process in lateral misalignment (Ax) between



SisN4 and Er**:ALO;, the taper width variation of the Er**:Al,O; waveguide, and the
thickness variation in the SiO; spacer dependent on the CMP process.

Table 1. List of refractive indices used in the simulations.

Material A =980 nm A =1480 nm - 1630 nm
Er*":ALO; 1.726 1.720 + 0.001
Si3Ny 1.993 1.983 + 0.001
Si0O; 1.455 1.452 +£0.001

In Fig. 2a the mode mismatch loss as a function of misalignment and SiO» spacer
thickness of the fundamental TE mode for case 1, i.e. comparison between [CS (i)] and
[CS (i1)], and case 2, i.e. comparison between [CS (iii)] and [CS (iv)]. It is observed that
the loss is below 0.06 dB for all the simulated wavelengths, misalignments and SiO;
spacer thicknesses. For case 1, the fundamental TE mode at 980 nm is highly confined to
the SisN4 core and therefore the mode mismatch is lower compared to the longer
wavelengths. It is observed that when the misalignment increases, the mode mismatch
losses decrease. This is because the Er**:A1,O; taper tip has less influence in the effective
refractive index change. A similar trend is observed for case 2, although with a 100 nm
SiO2 spacer the mode mismatch at 980 nm wavelength and shorter misalignments is
higher compared to the longer wavelengths. In this case, the Si3Ny tip is closer to the
Er’":Al,Os and it induces a relatively bigger change in the effective refractive index
compared to the longer wavelengths. In Fig. 2b the mode mismatch loss, for case 1, as a
function of misalignment and Er**:Al,O; taper tip width variation is shown. For these
simulations, a Si0 spacer of 200 nm was considered. A similar trend as described above
is observed. As expected, for wider Er*":Al,Os taper tip widths, the change in effective
refractive index is higher and therefore the mode mismatch loss is also higher. However,
for all the taper tip width variations, the mode mismatch loss was below 0.1 dB.
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Fig 2. Mode mismatch losses for (a) A 150 nm wide Er**:Al,O5 tip with SiO, spacer thickness of (i) 100
nm, (ii) 200 nm, and (iii) 300 nm. Solid lines are for case 1 and dashed lines for case 2. (b) A 200 nm
thick SiO; spacer and Er’*:AL,O; tip width of (i) 200 nm, (ii) 250 nm, and (iii) 300 nm.



The loss in the tapered region as a function of misalignment is presented in Fig. 3a. It is
observed that for both considered Er’**:Al,Os taper tip widths (150 nm and 300 nm) the
loss is below 0.03 dB for the for the wavelength range of 1480 nm — 1630 nm. For 980
nm wavelength, the loss increases up to 1.8 dB for misalignment > 800 nm. The total
coupler loss, i.e. mode mismatch loss and the loss in the tapered region, is displayed in
Fig. 3b. For the considered misalignments and taper widths, the total coupler loss is < 0.1
dB for the wavelength range of 980 nm -1630 nm.
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Fig 3. (a) Loss in 800 um long tapered region and (b) Total coupler losses for an Er*":AL,O; tip width of
150 nm (solid lines) and 300 nm (dashed lines). A SiO; spacer thickness 200 nm was considered. Inset
correspond to the section of the red boxes.

Conclusion

In conclusion, an adiabatic optical coupler design for the integration of Er**:Al,Os in the
commercial Si3N4 TriPleX platform has been presented. The simulations show a low-loss
(£0.1 dB) over a broad wavelength range (980 nm — 1630 nm) for an 800 um long taper
section. The design high fabrication tolerances such as misalignment during the EBL
process, Er**:Al,Os taper tip width variations, and thickness variations in the SiO> spacer.
The taper length could be further reduced by using different taper shapes by applying
numerical methods as shown in [5].
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We have analyzed and explained the generation of irregularly timed, spontaneous-
emission triggered optical pulses from a two-section semiconductor laser with saturable
absorber, operating near threshold in a regime of excitability. Here we focus on the
statistics of the spontaneously emitted pulses. The numerical simulations and analytical
theory are based on the Yamada model. The observed irregular pulse train intervals
exhibit an initial refractory time, followed by a time interval until the next emitted pulse.
The latter is analyzed in terms of a first-passage-time distribution for the intensity to
diffuse from its equilibrium value to hit a larger threshold intensity for the first time.
Analytic asymptotic short-time and long-time approximations have been derived.

Introduction

For decades, the human brain has been an inspiration to develop artificial neural networks,
which consist of a highly interconnected network of neurons arranged in layers. After
training the network with a specific dataset, a neural network is used to perform
classification of input data. At the heart of such a network is the neuron itself, which
effectively performs a non-linear operation. It was previously shown that from a
dynamical perspective, a two-section semiconductor laser shows similar dynamics and
spiking capabilities as biological neurons when operated close to its threshold [1]-[3].
Consequently, an integrated semiconductor laser may be a suitable candidate for a spiking
neural network (SNN).

The dynamics are the result of the intracavity loss element next the gain element
in an optical resonator, of which the recovery rate is different compared to the gain section
recovery rate. When the laser is operated close the its threshold, it may be triggered by an
external optical trigger, which means the laser is excitable. At this operation point,
spontaneous emission is relatively high, and thus optical noise is present. The effect of
optical noise on the spiking behavior of an excitable two-section laser was studied before
in terms of jitter and amplitude deviations [4]. Recently, analytical expressions to describe
the time distributions were derived based on the initial relative refractory period and a
first passage time (FPT) principle [5]. In this paper, we present simulation results when
the level of absorption in an excitable two-section laser is changed using a modified and
normalized Yamada model, which includes a term for optical noise injection. We also
present how the timing distributions change due to different absorption values and fit the
asymptotic approximations based on previously developed theory [5].
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Normalized Yamada Rate Equations with Noise Injection

The structure under investigation is a two-section laser, consisting of a gain and saturable
absorber section in an optical cavity, as shown schematically in Figure 1.

Figure 1: Schematic overview of the two section laser structure model. The optical cavity is formed by the two
mirrors R, a loss sections Q, and gain section G. The optical output is marked with I.

Under the assumption the optical intensity is uniform along the longitudinal axis, the loss
and gain dynamics as well as the optical intensity can be modeled using the normalized
Yamada model, which comprises a set of coupled differential equations for the gain G,
loss Q and intensity / [3]:

G=y;[A— G - GOI®)] (D
Q =yo[B— Q) —aQ®I(t)] 2)
I=y6(®) — Q) — 1]I(t) + ef (G) + (1) + F;(t) 3)

with gain 4, absorption B, recovery rates y;, ¥q, and y,for the gain, loss and intensity
equations respectively, differential absorption relative to the differential gain a,
spontaneous emission €f(G), and optical injection 6(t). The influence of noise on the
excitable responses is modeled using the white-noise fluctuating delta-correlated

Langevin noise term F;(t). This term satisfies the following conditions for the first and
second moments [6]:

(F®)=0 “4)

(F(0)F (W) = 2Dy 6(t — w) (%)
with D;;the intensity diffusion coefficient. To find the numerical solution to the set of rate
equations, on every integration step a random number is drawn from a Gaussian
distribution with 4 = 0 and 62 = 2RgIAt . Here, Ry is the average spontaneous emission
rate, and At the fixed numerical integration timestep.

In Figure 2 and Figure 3, two simulated timetraces in units of photon lifetimes tp for
different values of B are shown. Depending on the absorption, the density of intensity
pulses changes. From visual inspection it is clear that the time between consecutive pulses
(indicated by the inset in Figure 3) seems more consistent at a low level of absorption.
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Figure 2: Simulated timetrace using B=3.6540, Figure 3: Simulated timetrace using B=3.6740,
A=4.5, y6=0.05, y0=0.1, y1=1, a=5. A=4.5, y6=0.05, y0=0.1, y1=1, a=5.

Inset: zoomed in timetrace indicating the time
between consecutive pulses.



Timing Statistics

Next, the timing statistics are further investigated. Figure 4 shows the time distributions
for eight different levels of absorption, ranging from B=3.6500 (low) to B=3.6780 (high).
The distributions are obtained by simulating 170 timetraces while registering the time
between consecutive pulses. In all cases, the distributions are asymmetric and positively
skewed, which means the distributions are characterized by a sharp onset followed by a
long tail. For low absorption (in blue) the distribution is relatively narrow, whereas for
high absorption (in yellow) the distribution is spread out in time. The dead-time before
the sharp onset occurs is related to the relative refractory period, which is the time needed
for the gain and absorption to recover to a steady state, and the first passage time, which
is a stochastic quantity. The latter follows a first-passage-time-distribution (FPTD) [5]
and from Figure 4 it follows that this quantity is shortest when the absorption is low.
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Figure 4: Simulated histograms for 8 values of B, A=4.5, y6=0.05, yo=0.1, yi=1, a=5, and corresponding fits. The

number of samples for every histogram is 8699, 8336, 7869, 7383, 6799, 6056, 5051, and 3497, respectively.

The sharp onset and long tail of the simulated histograms in Figure 4 can be expressed by
two analytical approximations, which are the short-time Eq. (6) and large-time
approximation Eq. (7), and are given by [5]:

(I —1) _Uc=1)?
e

Pfirst(T; I;, I(;) = W 4DT (6)
T
IBessel,l 2 TI / (7)
04C

(g
Pfirst(T; Iy, Ic) =e lolc

NN

with excitability threshold value I, initial intensity I;, diffusion coefficient D = 2RI,
time T, the characteristic time related to the first passage from [, to I, Tj ;.. and the

modified Bessel function of the first kind Ipgggeq 1.

For two of the cases shown in Figure 4 the short-time and large-time approximations are
fitted to the simulated histograms, which are shown in Figure 5 and Figure 6 using the
dashed and dash-dotted lines, respectively. The simulation parameters are the same as
mentioned before.
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Figure 5: Simulated histogram using B=3.6540 and Figure 6. Simulated histogram using B=3.6740 and
fitting parameters Ic=13.0, lo=1.8, Rs=0.18, and fitting parameters Ic=18.6, lo=1.8, Rs=0.18, and
T10,1c=8.0. T10,1c=41.0.

In both cases, the short-time and large-time approximations fit the simulated histogram

accurately, indicating the asymptotic models accurately describe the noised induced
spiking distributions.

Conclusion

A two-section laser, or integrated optical neuron operated in the excitable regime, close
to its lasing threshold, can be triggered by noise to generate an optical pulse. We have
shown using the normalized Yamada model with an optical noise term that the pulse
density and timing statistics are a function of the level of absorption. Asymptotic
analytical models, based on the initial relative refractory period and a first passage time

(FPT) principle, accurately describe the short-time and large-time behavior of the
simulated timing histograms.
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Applications such as optical switch matrices and optical phased arrays require many
integrated components, e.g. semiconductor optical amplifiers (SOAs). We present a novel
solution for increasing the density of SOAs using the open-mask regrowth technique
which can eliminate the loading effect and growth rate enhancement which are typically
seen for large-area or high-density active blocks. We designed SOA arrays using the
proposed technique on a generic indium phosphide platform. In parallel, a systematic
approach towards enabling transfer printing of SOA arrays on a single coupon is
introduced. Thermal simulations of SOA arrays on a substrate and coupon show that
arrays with several SOAs on a single coupon are possible with minor thermal penalty.
Finally, the experimental plan on a generic indium phosphide platform is presented.

Introduction

A monolithically integrated light amplification component is a key advantage of indium
phosphide (InP) based photonic integration platforms. With the rapid developments of
LiDAR and the ever-increasing bandwidth requirements for various applications, e.g. for
optical switch matrices [1], neural networks [2] and programmable photonic circuits [3],
the density on our optical chips is being pushed continuously. On integrated photonic
platforms, the placement of highly dense SOA arrays can be challenging for several
reasons, which can be categorized as optical, thermal, electrical and fabrication [4]
limitations. For the scope of this paper, we will focus on the thermal and fabrication
limitations of high-density arrays.

Micro-transfer-printing enables the integration of III-V coupons on silicon-based
platforms [5], which combines the active components on the coupon with the low-loss
silicon platform. In this paper, SOA arrays on InP substrates and InP coupons will be
compared.

Fabrication challenges and solutions

On a typical InP integration platform, a regrowth step is carried out to define where the
active and passive components are placed in the circuit. When placing SOA building
blocks in dense arrays, one runs into issues with the regrowth of the passive layers, due
to an effect called growth rate enhancement (GRE). This GRE appears when SOA arrays
are densely spaced, which is named the loading effect, or when the active area that is
covered during the regrowth process is too large [6]. These effects can cause issues in the
butt-joint connection between the SOAs and passive waveguides, which can lead to high
coupling losses and reflections.

To avoid the GRE effect, an improvement to the regrowth process is proposed. This
method is introduced for the first time in [4], and utilizes a hollow-mask approach to
prevent GRE around close to the active islands. As a result, the GRE is not impacted by



the size of the active islands. To illustrate this solution, a schematic step-by-step view of
this solution is shown in Fig. 1.

$i02 mask

Substrate (n-doped)

a) Masking and wet etching of active MQW core.

ThinInP - ~5 nm

Substrate (n-doped)

b) New hollow mask to allow growth on top of active areas.

WetetchInP +Q1.25

A

Photoresist

Substrate (n-doped)

¢) Extra lithographic step to allow removal of overgrown material.

Substrate (n-doped)

d) After removal of photoresist, hard mask and InP cap layer.

e) Patterned SOA array.

Figure 1 — Key steps of the hollow-mask regrowth scheme (not drawn to scale).



Thermal challenges and solutions

Placing multiple SOAs in a dense array, results in higher thermal crosstalk and a more
challenging thermal management. We investigated the thermal performance of SOA
arrays on InP substrates and transfer-printed coupons using commercial simulation

software.

Figure 2 — Cross section of a monolithically integrated SOA (left) and micro-transfer-
printed SOA (right).

For substrate based arrays and coupons, the cross section is shown in Fig. 2. Since the
typical upper limit of a coupon width for micro-transfer-printing is around 100 pm, the
pitch of the SOAs in the array has to be chosen carefully. The thermal input power for
each SOA is chosen to be 100 mW for an SOA length of 500 um, which is around the
typical operating point. The output of the simulation provides the temperature increase in
the SOA core, for each SOA in the array. We are showing the highest temperature reached
in the array, typically of the center SOA. The temperature increase of substrate-based and
transfer-printed SOAs is shown in Fig. 3.
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Figure 3 — The temperature increase in the center SOA of an array on substrate (left)
and on a transfer-printed coupon (right). On the left AT is shown for various SOA
pitches (x-axis) and number of SOAs in array (Ilegend). On the right AT is shown for a
100 pm wide coupon with one to ten SOAs (x-axis) with optimized pitch. In black, the
equivalent is shown for substrate-based arrays.



From the substrate-based figure, we can conclude that with a 70 um pitch the thermal
penalty is as low as 10°C up to arrays with 20 SOAs. When decreasing the pitch, the
thermal penalty is increases as expected. The impact on the SOA performance is still to
be experimentally investigated for transfer-printed SOAs.

The coupon-based arrays demonstrate a more dramatic impact. For example, if placing
10 SOAs with 10 um pitch on a coupon, the thermal penalty is almost 80°C, where on a
substrate this only gives a slightly over 50°C increase in temperature. In Fig. 3 (right) the
increased thermal penalty of the coupon-based arrays with respect to the substrate-based
ones can be observed. In this case, the pitch on the substrate is chosen equal to the pitch
on the coupon. The increase in thermal penalty is between 12 and 32 degrees, depending
on the number of SOAs in the array. The increase in thermal penalty from one to five
SOAs on a single coupon is only slightly above 10°C, which indicates that up to this array
size, the thermal penalty is expected to give acceptable SOA performance. An
experimental plan to verify these simulations has been designed on both a monolithic InP
and coupon-based platform.

Conclusion

In this paper, we present the main thermal challenges and fabrication challenges for
making dense SOA arrays on InP substrates and transfer-printed coupons. Solutions to
overcome these challenges have been presented, and supporting simulations are carried
out to identify the possibilities on both platforms. An experimental plan is crafted to verify
the novel regrowth strategy to enable dense SOA arrays on active-passive indium
phosphide platforms, and to verify the simulated thermal behavior of dense arrays.
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We have developed various monolithically integrated temperature sensors to locally
measure the temperature of InP-based photonic integrated circuits. These sensors are
based on InP diodes with either an active multi-quantum well structure or a passive bulk
quaternary structure. They have been fabricated in the generic integration process of
SMART Photonics. We theoretically and experimentally explored the temperature
dependence in the diode characteristics. Our results show that the devices are suitable
for on-chip monitoring of the operating temperature of photonic integrated circuits.
Integrating a temperature sensor on-chip enables a more local temperature measurement
compared to using an external temperature sensor. This should be advantageous for
temperature control of photonic integrated circuits.

Introduction

Photonic integrated circuits (PICs) have received considerable interest and are finding
their way into many applications, such as optical communications, LIDAR, and quantum
information processing [1-3]. PICs, with a broad range of functionalities, can be created
using generic integration technology. Based on indium phosphide (InP), this technology
is an integration process with basic building blocks, such as semiconductor optical
amplifiers (SOAs), phase modulators (PMs), and photodetectors. The generic integration
technology helps reduce the prototyping costs and throughput time of PICs by using
highly standardized processes [1].

High-performance and multi-functional PICs are sensitive to temperature changes, such
as SOAs, micro-ring resonators, and lasers [4]. Accurate thermal measurement and
temperature control of PICs are important for many applications. Conventionally, discrete
temperature sensors, such as thermistors, thermocouples, and resistive temperature
detectors, have been used [5, 6]. However, they are bulky and add to the complexity of a
system. In addition, these bulk sensors are placed separately in photonic modules and are
at some distance from the PICs, which increases the overall module size and measures
the temperature at a different location.

Integrated temperature sensors are favorable because of their compact size and local
thermal measurement, which therefore provides more precise temperature control of the
PICs. A diode temperature sensor is a basic and accurate integrated temperature sensor.
The diode sensor is a commonly used integrated temperature sensor in CMOS
technology [6]. However, such a diode structure is not being used for temperature sensing
and monitoring purposes for InP-based PICs.

In this work, we designed various monolithically integrated temperature sensors based on
InP pin diodes. We exploited the temperature dependence of the diode current-voltage
(I-V) characteristics. Experimental results confirm that this can be used for local thermal
measurement and temperature control of InP-based PICs.



Concept

The forward voltage of a diode has a linear dependency on temperature when the diode
is driven by a constant current [5, 6]. Two types of integrated temperature sensors are
proposed which stem from two diode basic building blocks in the InP-based generic
integration technology: an SOA with an active multi-quantum well (MQW) structure, and
a PM with a passive bulk quaternary structure (Q1.25). Figure 1 shows a simplified
schematic of the two different layer structures. Both building blocks are pin diodes and
can be used for temperature sensing.

(a) (b)

P contact

P-InP

P contact

P-InP

i-MQW

N-InP N-InP

InP semi-insulating substrate InP semi-insulating substrate

Figure 1. Simplified schematic of the layer stacks of the integrated temperature sensors stemming from
two basic building blocks in the InP-based generic integration technology: (a) The SOA-type: layer
stack of the active multi-quantum well structure; (b) The PM-type: layer stack of the passive bulk
quaternary structure.

The integrated temperature sensor is schematically depicted in Figure 2. It is composed
of either an SOA or PM building block and an etched trench around it. The trench is
designed to prevent leaking currents and scattering light from surrounding devices. Note
that the PM-type sensor is less affected by light on the chip. The sensors were fabricated
by SMART Photonics which offers InP-based generic integration technology.

(@) (b)

P contact

InP SOA/PM P-InP
structure
N-InP
P-metal
InP semi-insulating substrate
Etched trench

N-metal

Figure 2. Schematic of an integrated temperature sensor: (a) Simplified top-view layout of an integrated
temperature sensor of width = 20 um and length = 60 um.; (b) Simplified cross-section view of an
integrated temperature sensor with the PM-type passive layer stack.

Simulation

We simulated both types of diodes in Harold software from Photon Design which is an
advanced hetero-structure simulator. In the simulation, we constructed the layer stacks of
both diodes shown in Figure 1. Low current densities were used ranging from
1x10* A/em? to 50 A/cm?, which corresponds to currents of 1x10° A to 5x10* A in a
diode that measures 10 pm x 100 pm. Using low currents can minimise self-heating in
the diodes. Then, the forward voltages of the diodes were simulated at temperatures
ranging from 0 - 300 °C. The simulation results are shown in Figure 3.
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Figure 3. Simulated forward voltage-temperature (V-T) relation of two types of integrated temperature
sensors (10 pm x 100 pm) operated in forward current mode over temperature range of 0 - 300 °C: (a)
The SOA-type sensor with an active multi-quantum well structure; (b) The PM-type sensor with a
passive bulk quaternary structure. In both plots: 8 curves, from bottom left to top right, represent currents
of 1x10°, 1x108, 1x107, 1x10°6, 1x1073, 5107, 1x10*4, 5x10* A.

For both types of integrated temperature sensors, a linear dependency between forward
voltage and temperature was observed. Besides that, using a higher forward-bias current
leads to a wider linear range. However, there is a trade-off between the linear range and
the sensitivity depending on the forward-bias currents. The sensitivity of a diode
temperature sensor is given by the slope of the voltage-temperature (V-T) curve in the
linear dependency range. For both types of sensors, using a lower forward-bias current
leads to a steeper slope, which represents a higher sensitivity. In detail, the sensitivity of
the SOA-type sensor varies from -0.9 to -2.6 mV/°C in correlation with the variation in
current from 5x10%to 1x10° A. For the PM-type sensor driven by the same current
range, its sensitivity varies from -1.1 to -2.1 mV/°C. Overall, the sensitivity of both types
of InP-based integrated temperature sensors is in the same range as CMOS sensors, which
is-1.2 to -2.2 mV/°C [6].

Experimental Results

A chip with several integrated temperature sensors was mounted on a copper block, of
which the temperature is controlled by a thermoelectric cooler (TEC) and monitored by
a reference thermistor. The electrical signals to the diode were set and measured by
Keithley 2402B source meter. At first, we measured the I-V characteristics of both types
of sensors with the same dimension at temperatures of 20, 40, and 60 °C. Results are
shown in Figure 4(a) and (b): in both types of sensors, the forward voltage decreases with
increasing temperature at the same current levels, for example, at 100 pA.

Then, we measured the V-T relation of both types of integrated temperature sensors in a
wider temperature range of 18 to 60 °C, using four constant driving currents of 10, 50,
100, and 500 pA, as shown in Figure 4(c) and (d). The voltage was measured during
temperature rising (18 to 60 °C) and temperature falling (60 to 18 °C), which is a typical
operating temperature range of PICs. Both types of sensors show linear dependency
between forward voltage and temperature. Besides, the slopes of V-T curves in
Figure 4(d) are steeper than the slopes in Figure 4(c). It means that the sensitivity of the
PM-type sensor, -1.7 to -2.2 mV/°C, is higher than the sensitivity of SOA-type, -1.0 to -
1.4 mV/°C, at currents of 10, 50, 100, and 500 pA.
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at temperature ranging from 18 to 60 °C. Both diodes have the same dimension of 20 x 60 um.

Conclusion

In this paper, we proposed integrated temperature sensors based on pin diodes stemming
from two basic building blocks, SOA and PM, in the InP-based generic integration
technology. Both types of sensors show linear dependency between forward voltage and
temperature at the current injection mode. Their sensitivity is comparable to CMOS
sensors [6]. Especially, the PM-type sensor shows higher sensitivity and is less affected
by light on the chip which is more favorable than the SOA-type sensor. The results are

promising for on-chip thermal management and temperature control of PICs.
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Off-axis digital holography is employed to align multi-mode fibers in a free-space optical
setup that can be used for space-division multiplexing (SDM) transmission. We show
that alignment based on power coupling measurements alone does not guarantee a low
mode-dependent loss, limiting the system capacity. The alignment method we proposed
previously enables reliable fiber coupling with low mode-dependent loss and cross-talk
for few-mode to multimode fiber alignment, by using digital holography to capture the
full complex optical field at the output of the fiber of interest. After capturing the full
complex field, by means of digital demultiplexing, we can calculate relevant parameters
such as mode-dependent loss and cross-talk. Here we extend these results with few-mode
to few-mode fiber alignment measurements and look at alternative optimization metrics
such as the cross-talk between the mode groups of interest and all guided modes. The
proposed method allows for precise (automated) alignment of space-division multiplexing
components, devices and subsystems.

Introduction

It has been demonstrated that space-division multiplexing (SDM) can largely increase
the capacity of optical fiber communication!!!. For mode-division multiplexing (MDM),
a subset of SDM, different modes in few-mode fibers (FMFs) and multi-mode fibers
(MMFs) are used as independent spatial paths to increase the throughput with respect to
single-mode fibers. However, as these modes have a complex spatial distribution, this has
to be taken into account when coupling between SDM components. Using total coupled
power as an optimization metric might disproportionately impact certain modes, resulting
in increased impairments such as mode-dependent loss (MDL) and cross-talk (XT).

A complete description of the spatial distribution of light can be retrieved using digital
holographic measurements. Off-axis digital holography (DH) measures the amplitude and
phase for both polarizations of a free-space signal by recording the interference between
the signal field and a flat-phase reference!?[4].  Analysis of the measured interference
subsequently reveals important metrics for SDM systems such as MDL and XT.

Previously!®), we demonstrated the use of off-axis DH for the alignment of free-space
coupling between a FMF and a MMF. Coupling was evaluated at various fiber positions.
At each position, the total coupled power was measured and DH was used to calculate
MDL and XT. In this work, we extend these results with additional measurements on
FMF to FMF coupling and look at an additional optimization metric. It is shown that
maximizing the total coupled optical power does not provide adequate coupling and MDL
penalties of up to 20dB are observed. Therefore, to ensure reliable coupling, the spatial
distribution of the light must be taken into account when the coupling is optimized in
SDM systems. Off-axis DH is demonstrated to provide the necessary measurements for
reliable automated alignment of SDM devices and subsystems.
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Fig. 1 shows the experimental free-space optical setup. A photonic lantern (PL)!
multiplexes light from six single-mode fibers to a 6-mode FMF!”!. The light exiting
the 6-mode FMF is coupled into a short piece of either 6-mode FMF or 45-mode MMF!8]
in free space using collimator lenses mounted on computer-controllable piezo-electric 3-
axis stages. The light exiting this fiber is collimated, split, and measured using a free-space
power meter and off-axis DH. The DH setup is comprised of a lens for the signal beam
Sxg&y, a large collimator for the reference beams R, a polarization beam splitter (PBS),
mirrors, and a camera. By interfering with the signal field with two off-axis flat-phase
reference beams, this setup is capable of measuring the signal field in both amplitude and
phase for both polarizations. The digital field extraction process is visually explained in
Fig. 1. More details on the measurement technique can be found in/?-31,

To optimize coupling, the x- and y-position of the 3-axis stage are swept. Coupling
efficiency is measured using two methods. Firstly, light is inserted into one of the inputs
of the PL and the total coupled optical power exiting the fiber is measured using the free-
space power meter. Secondly, the light exiting the fiber is measured using off-axis DH,
providing a full description of the signal light which is used for subsequent modal analysis.
The modal decomposition of the signal light is obtained through digital demultiplexing
into target mode fields, obtained for the employed FMF and MMF using a scalar numerical
mode solver. This process is repeated for each input port and polarization of the PL to
construct a complex-valued dual-polarization transfer matrix from PL input port to output
mode. Analysis of this transfer matrix can be used to assess the quality of the transmission
channel and free-space coupling therein.

Results

Fig. 2 shows the total coupled optical power measured using the free-space optical power
meter when only the linearly polarized (LP) LPg; port of the PL is excited for both coupling
to the FMF and MMF fiber. From Fig. 2a, for coupling to the FMF, it can be seen that there
is a relatively broad optimum coupling position where the measured power stays constant.
However, for coupling to the MMEF, in Fig. 2b, there is no distinct optimum position visible
for the measured range of —10 pm to 10 pm in both the horizontal and vertical direction.
This can be explained by the fact that the LPy; mode will couple into the higher-order
modes of the MMF, however, this results in severe MDL penalties not seen from these
power measurements. As in both coupling scenarios, there is no significant variation of
the metric over the variation of the fiber, it is not suitable for accurate alignment.
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In Fig. 3 alignment metrics obtained using the DH setup are shown. Here MDL
is calculated through singular value decomposition (SVD) of the complex-valued dual-
polarization transfer matrix 7 from PL input port to MMF output mode:

2
) ()
with 4 and Ayy, -1 the largest and smallest singular value, respectively. The full transfer

matrix T can be converted into a mode-group intensity transfer matrix 7', from which XT
can be calculated using:

2
MDL [dB] = 10 - log,, (ﬂzNO :
—

XT[dB] = 10 - log,, ( 2)

tr(T) )
2T —te(7T)

with tr the trace operator. This definition of XT describes the ratio between of power
coupled to the intended mode-group and the other mode-groups. When coupling a FMF
to a MMF, it is possible that modes will be coupled to higher order modes supported by
the MMF, and therefore increasing MDL. Therefore, we also introduce the higher-order
modes (HOM) XT, defined as the ratio between the power in the transmitted modes of the

output fiber and the power in the other supported modes of the fiber-coupled into as

2i20,j=0 fij
XTHOM[dB] = 10 -log|o | =——= .

. 3)
2T — Z?:O,j:O tij

Here, n is the number of transmitted modes. As for coupling to the FMF, the number of
modes supported equals n, this metric is only evaluated for coupling into the MMF.

A clear optimum fiber position is observed for all metrics in Fig. 3 near zero offsets
in both horizontal and vertical directions. For fiber position offsets within the large
optimum power areas of Figs. 2a and 2b, Figs. 2b and 3b show an MDL penalty of up to
20 dB, demonstrating that power measurements only do not guarantee adequate coupling.
Furthermore, Figs. 3a and 3d show the measured XT and a distinct optimal location for
the fiber position is observed, which coincides with the optimum position obtained based
on MDL for the FMF scenario, however for the MMF scenario, the optimum in Fig. 3c is
slightly shifted with respect to Fig. 3e. However, for the HOM XT in Fig. 3d the optimum
coincides with the one from Fig. 3e. Thus, both MDL and XT can be used as optimization
metrics for alignment since they both directly measure the quality of coupling, however,
when the supported modes in the fiber-coupled into is larger than the number of transmitted
modes, the HOM XT is the more relevant metric.
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Fig. 3: Measured XT and MDL when coupling from FMF to FMF or MMF.

Conclusions

The optimization of free-space coupling between mode-division multiplexing fibers is
investigated. When only the total coupled optical power is maximized, the spatial
distribution of the light is not taken into account and adequate coupling with low mode-
dependent loss and cross-talk cannot be guaranteed. Off-axis digital holography provides
a full description of optical fields and is demonstrated to provide relevant metrics for the
investigated coupling scenario. The proposed method can be used for reliable automated
alignment of SDM components, devices, and subsystems enabling the effective coupling
of amplifiers and multiplexers into transmission fibers.

Partial funding is from the Dutch NWO Gravitation Program on Research Center for Integrated Nanophotonics (Grant Number
024.002.033), from the KPN-TU/e Smart Two program and from the Dutch NWO Visitor’s program (Grant number 040.11.743).
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The desire for secure communications and the advent of quantum computing has spurred
innovation into key-distribution technologies that are secure against future quantum
computers. Computationally secure solutions based on post-quantum algorithms and
physically-secure solutions using either discrete-variable or continuous-variable quantum
key distribution (CV-QKD) have been proposed. The attraction with CV-QKD systems
in particular is the potential to leverage the vast knowledge base and access scaling
benefits of photonic integration for conventional coherent optical communication for key
distribution. CV-QKD requires detailed characterization of coherent receiver hardware,
specifically noise generated by electronics and shot noise caused by the local oscillator
(LO) laser. This work investigates the temporal stability of the receiver noise power which
defines the amount of trusted noise in the quantum link used to compute the secret key rate
(SKR). Depending on the noise power’s stability, this characterization must be repeated
often, typically in the order of seconds. Therefore, this work explores the possibility of
using the shot noise measurement as a source of quantum random numbers, which is
required by a CV-QKD transceiver. This work enables further integration of the CV-QKD
hardware, removing the need for a separate quantum random number generator (QRNG).

Introduction

Current key-exchange mechanisms employed are based on public key cryptography and
could be potentially compromised by future quantum computers. A proposed alternative
secure method is QKD. In particular, CV-QKD is of interest because it utilizes hardware
and digital signal processing (DSP) similar to conventional coherent optical communications.
By leveraging knowledge and components from current classical fiber-optical communication
systems, future CV-QKD systems may become highly-integrated and low-cost.

To ensure security, CV-QKD receivers require thorough characterization. Under the
trusted noise assumption, they must be calibrated frequently!!!, typically in the order of
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Fig. 1: Experimental CV-QKD receiver (a) with measured spectra before (b) and after (c) DSP.




seconds, but this can be traded off against raw SKR. It also depends on the temporal stability
of receiver noise. Furthermore, a CV-QKD receiver requires secure random numbers,
usually provided by a separate QRNG. Many QRNGs use vacuum-state fluctuations as a
source of randomness by measuring shot noise using a balanced photo-diode (BPD)!2I-14],

In this paper, a detailed characterization of CV-QKD receiver hardware is presented,
including its noise spectrum and clearance. Furthermore, the temporal stability of noise
sources is investigated, indicating that calibration needs to be performed every couple of
seconds. A method is then introduced to generate quantum random numbers during the
calibration procedure. Finally, the randomness of the QRNG is verified.

Experimental setup

Fig. 1a shows the experimental CV-QKD setup with a conventional single-polarization
coherent receiver. A <100kHz external cavity laser (ECL) is used as LO. During
calibration, the quantum signal into the 90-degree hybrid is blocked by an optical switch.
Two BPDs detect the optical signals, whose electrical signals are then digitized using a
2-channel 2 GS/s analog-to-digital converter (ADC). Note that the experimental setup can
be easily extended to be polarization-diverse, but we did not have the extra ADC channels
to do so. Furthermore, the employed 90-degree hybrid is a dual-polarization model, thus,
half of the optical power is directed towards unused ports.

Fig. 1a also shows most signal processing steps are common for CV-QKD transmission,
calibration, and QRNG. DSP starts by frequency shifting the digitized signal by 300 MHz.
Then, the signal is resampled to 2 samples per symbol (SPS), filtered by a static equalizer
to a 250 MBaud 10% rolloff root-raised-cosine (RRC) pulse shape, and downsampled to 1
SPS. Fig. 1b and Fig. 1¢ show the spectra of electronic noise and total noise, i.e. shot noise
plus electronic noise, before and after DSP, respectively. Note that the spectrum of Fig. 1c
is upshifted for illustrative purposes to show the assumed quantum signal is modulated on
a digital subcarrier to avoid disturbances around direct current (DC), similar tol].

Calibration

Fig. 2a outlines three scenarios for CV-QKD calibration with varying time delay 7. The
required temporal stability is at least equal to the QKD block length K multiplied by
the symbol time 7, but may be longer if switching delay causes dead time D between
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Fig. 2: (a) Three scenarios with varying required calibration time delays 7', depending on the calibration
(Cal), quantum key distribution (QKD), and switching delay (D). Allan variance of total noise (o‘% y)asa
function of block size K (b) and as a function of time delay T (c).



QKD and calibration. Finally, a much greater temporal stability enables multiple QKD
transmission blocks for each calibration block, greatly decreasing calibration overhead.

Temporal receiver stability 7' is investigated using the overlapped Allan variance
method!®!. After DSP as explained in the previous section, the power of the extracted noise
symbols is calculated (y,) and the cumulative sum is taken using x,, = Z?:o v;. Then, the
Allan variance is given by o7, = m SN akor, = Xnar — Xnak +%,)? With
L= % Fig. 2b and Fig. 2c show the Allan variance of the total noise versus QKD block
length K and time delay 7', indicating that for the tested hardware, calibration needs to be
performed at least every 2 seconds if K = 107 and o7y = 107> are assumed. Note that
underestimating the Allan variance O'%N is a security concern and overestimation lowers
SKRs. Therefore, SKR and time between calibrations can be traded off.

Fig. 3a demonstrates a linear relation between LO power and observed total noise power
after DSP. This one-time characterization is required to ensure the BPDs are adequately
balanced. Unbalanced operation is a security concern and would violate this linearity.
Fig. 3b shows the clearance, the ratio between shot and electronic noise, achieving 12 dB

clearance at 16 dBm LO power into the 90-degree hybrid.

Quantum random number generation

A QRNG based on vacuum-state fluctuations is implemented using the same noise
symbols as used for calibration. The min-entropy per symbol can be calculated using

2\/§O'q

resolution'¥. Figs. 3a and 3b show that more than 5 random bits can be extracted per
1D-symbol at highest LO power. Extraction requires re-binning with identical sampling
resolution as initially used by the ADC, here performed using 8 bits. Note that this equation
for min-entropy only holds if the noisy symbols are Gaussian distributed and the sampling
range is sufficiently large to capture the tails. Fig. 3c shows excellent agreement between
a Gaussian fit and the observed probabilities and Gaussianity is further confirmed by the
quantile-quantile plot of Fig. 4a.

After re-binning, Toeplitz hashing with 2!° input bits and 2'® output is performed to
remove any correlations left after equalization or introduced by binning. This reduces the
number of extracted bits from 8 to 4 per 1D-symbol, leaving a large safety margin to the

H,,in, = erf ( o ), with o, the standard deviation of the shot noise and ¢ the sampling
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Fig. 3: (a) Total noise power and min-entropy versus LO power. (b) Clearance and min-entropy versus LO
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min-entropy. Fig. 4b confirms that correlations are removed by the equalizer and Toeplitz
hashing. To reduce computational complexity, Toeplitz hashing is performed using fast
Fourier transforms (FFTs) instead of matrix multiplications!”!.

Finally, Fig. 4c shows the result of the National Insitute of Standards and Technology:
Statistical Test Suite (NIST-STS) randomness test3-1191 for 1000 sequences of 1 Mbit,
indicating the generated bits are statistically random. Note that some sub-tests occasionally
fail, as is to be expected, even for truly random numbers!!!],

Conclusion

A CV-QKD receiver capable of performing calibration and quantum random number
generation simultaneously is presented. Furthermore, a detailed analysis into its noise
characteristics and the temporal stability thereof is given, indicating calibration needs to
be performed every couple of seconds. Finally, the QRNG implementation is described
and its successful operation is verified.

This work was supported by the Dutch Ministry of Economic Affairs and Climate Policy as part of the Quantum Delta NL programme.
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V. van Vliet, M. van den Hout, S.P. van der Heide, and C.M. Okonkwo

High-Capacity Optical Transmission Laboratory, Electro-Optical Communications Group,
Eindhoven Hendrik Casimir Institute, Eindhoven University of Technology, the Netherlands

The performance of free-space optical communication links is impaired by atmospheric
effects such as optical turbulence. Several techniques are being investigated for emulating
the effects of turbulence in the laboratory. Here we explore the use of an optical turbulence
generator, facilitating the investigation of turbulent effects and the development and
evaluation of mitigation strategies. In this work, the design of a hot-air-based optical
turbulence generator is discussed. The characterisation is performed using an off-axis
digital holography measurement setup, allowing measurements of the perturbed complex
optical field. The measured data can be further analysed in the digital domain. The results
of an experimental investigation of mode diversity reception, a technique to improve free-
space-to-fibre coupling, are presented.

Introduction

Free-space optical (FSO) communication is regarded as a promising solution for the
limitations faced by radio frequency (RF)- and fibre-optic-based communication sys-
tems!!). Benefitting from large bandwidth, high data rate, license-free spectrum, inherent
security against eavesdropping, quick deployability, and low equipment size, weight,
and power consumption, FSO communication is appealing for applications such as
space communications, backhaul for cellular networks, quantum key distribution, disaster
recovery, and last mile access!?!. However, the performance of FSO communication links is
impaired by atmospheric effects such as optical turbulence. Consequently, the development
of impairment mitigation techniques to improve link availability and reliability is essential.
To facilitate the investigation of turbulent effects and enable efficient development and
evaluation of these techniques, in-laboratory emulation of turbulent atmospheric channels
is desired. A turbulent-fluid-based optical turbulence generator (OTG) is a device in which
real, physical, naturally evolving turbulence is created in a confined spacel®!. In this work,
we describe the design, characterisation, and demonstration of an OTG based on hot air.

Design
In a hot-air-based OTG, turbulence is produced through the forced mixing of two laminar

air flows, with temperature difference AT, in a compact chamber!“-51. The strength of the
produced turbulence is, at equal and constant air volumes, a function of and controlled

I/

(b)
Fig. 1: (a) Demgn of the OTG (opened). (A): mixing chamber, (B): (hot-)air blowers, (C): metal mesh to
laminarise flow, (D): laser window panels. (b) Top view illustrating the two air flows upon collision in the
mixing chamber and (c) illustrating the produced turbulence (purple and grey) and signal path (red line).
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Fig. 2: (a) Schema