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ABSTRACT: Silicon photonic devices are very sensitive to
process variation, and it is important for circuit designers that
they can predict the effect of this variability during the design
phase, and optimize their design for both performance and yield.
This requires an accurate predictive model of the spatial variations
induced by the fabrication process. We present in this paper a
method to extract a granular map of the line width and thickness
variation on a silicon photonics wafer. We propose a hierarchical
model to separate the layout-dependent and location-dependent
systematic process variation from the random process variation on
different spatial levels. We identify the relative contributions to
width and thickness variations and use this to construct a synthetic
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model for virtual wafers that can be used to analyze the effect on circuit behavior and eventually predict the yield of photonic circuits
after fabrication. We observe that the main contribution to waveguide width and thickness variations are systematic, and that die-
scale systematic line width variation is correlated with local pattern density.
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1. INTRODUCTION

Silicon photonics is rapidly scaling toward large-volume
production of ever more complex photonic integrated circuits.
This scaling is enabled by the use of CMOS manufacturing
technologies and the high refractive index contrast between
silicon and silicon oxide, which allows strong light confinement
and a compact waveguide footprint in the silicon-on-insulator
(SOT) layer." However, this high material contrast also makes
silicon photonic circuits sensitive to minute variations in the
fabricated geometries (in particular the line width or thickness of
submicron silicon waveguides). This is especially problematic as
circuit complexity scales up, because variations propagate and
accumulate in a circuit. As most photonic circuits are designed to
process analog signals, this will lead to performance degradation
and low-yield production.

There are multiple approaches to improve the yield in larger
circuits. First of all, the fabrication processes themselves can be
improved, by fine tuning the process steps or moving to more
advanced (and more expensive) fabrication tools. Obviously,
this is not always possible within the constraints of a specific
foundry without significant investments. Second, the individual
circuit building blocks can be optimized for performance, but
also for increased robustness against fabrication variations. Such
optimizations can be performed by experimental parameter
sweeps, or by heavy numerical simulations. In the past few years,
inverse design techniques have become more popular for this
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purpose.”~* Multiobjective optimizations can then be used to
make these geometries more robust.”

A third method, which is complementary to the previous two,
is to optimize the circuit itself for better performance in the
presence of variability, without changing the fabrication process
or the library of standard building blocks. As we know that
variability cannot be fully eliminated, this technique is an
essential part of the design toolbox to scale up to larger circuits.
Of course, this requires that can we can accurately predict the
actual fabrication variations and their effect on the circuit
performance during the design phase.’

Most effects of variability originate from the fabrication
process, but the effects are measurable when characterizing the
device, circuit, or system performance. This is illustrated in
Figure 1.° Process variations such as lithography exposure dose,
resist age, etch plasma density, chemical mechanical polishing
(CMP) slurry composition pressure distribution, and wear of
the polishing pads lead to nonuniformity in device geometry
such as width and thickness. The high index contrast of SOI
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Figure 1. Variability in photonic circuits is present at different levels. Variability information collected by the foundry (processes, geometries) must be
translated to the functional level so designers can incorporate this information into their design and optimization flow. Reprinted (adapted) with

permission from ref 6. Copyright (2018) John Wiley and Sons.

waveguides translates even small geometry variations into a non-
negligible variation in the optical properties of the circuit
elements, which then propagate into the behavior of the circuit
and ultimately the performance of the system. Depending on the
desired functionality, only a fraction of the fabricated chips will
work within specifications. This fraction is usually called the yield
of the fabrication process for this specific circuit design. As
circuits increase in complexity, the effects of variability in the
many building blocks accumulate, and the yield will go down.
Passive wavelength filter circuits are exceptionally prone to the
accumulation effects of fabrication variations, as they rely on
precise control of the optical path length through a set of delay
lines.” A 1 nm width or thickness variation in these delay lines
will lead to a shift in wavelength filter of 1—2 nm, which can
already span multiple communication bands in a dense
wavelength-division multiplexing (DWDM) link.

In this paper, we base ourselves on the fabrication process of
IMEC’s silicon photonics process.” It is a so-called “thin SOI”
process, with a waveguide silicon-on-insulator core layer of 220
nm thickness. A typical single-mode waveguide is designed as a

silicon strip of 450 nm width, which results in a waveguide of
approximately 470 nm width after lithography and etching. The
entire process flow has many additional steps, and also different
waveguide geometries, but as these strip or wire waveguides are
the most commonly used to define wavelength filtering circuits,
this work only looks into the variability of this critical process
step.

There are many other silicon photonics fabrication platforms,
and most are based on a similar thin SOI stack with a waveguide
layer of 200—300 nm thickness. Table 1 lists reported within-
wafer fabrication variations for various silicon photonic
platforms. The 60 spread of both waveguide width w and
thickness t variation within a wafer are usually in excess of 15 nm,
an order of magnitude larger than the 1 nm variation described
earlier. Ignoring the impact of process variation could lead to
circuit failure even when active tuning capabilities are available
in the platform. For instance, a tunable beam coupler
implemented as a balanced Mach—Zehnder interferometer
with phase tuners in the arms can only tune over the full range of
0—100% power coupling if the static beam splitters at the input
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Table 1. Literature Results for Within-Wafer Fabrication
Variations

within-wafer variations

alA,] o[A]

process (nm) (nm)
IMEC 193 nm dry lithography™° 2.59 2
IMEC wafer-scale corrective etching'" 0.83
IMEC wafer-scale corrective etching'” 3.64
IMEC 192 nm immersion lithography'* 2.53
IMEC 200 mm wafer, 193 nm dry lithography* 0.78
IMEC 300 mm wafer, 193 nm immersion 2.65

lithography*

IMEC 193 nm lithography'® 2.4
AMEF 248 nm lithography]6 2
AMEF 248 nm DUV lithography process'” 3.86 1.32
AMF 193 nm lithography'* 6.4 24
AIM 193 nm immersion lithography'” ~2.5
GF 193 nm immersion lithography™ 33

and outputs have a perfect 50:50 splitting ratio. The design can
be made more tolerant by adding extra stages to the MZI, which
relaxes the requirement on the splittin§ ratio of the static beam
splitters to 25:75 for a two-stage MZI"' and 15:85 for a three-

stage circuit.”” But if the beam splitters deviate more than a few
percent from each other within the same tunable coupler circuit,
it becomes very difficult to still cover the full 0—100% tuning
range.”’

To assess the impact of variability on photonic circuits, the
variability effects during processing and at the level of building
block geometries need to be properly mapped onto the
functional behavior of the circuits. Initial variability studies
started from the assumption that the fabricated geometry
parameters on a photonic chip such as line width and
thickness”*** or device behavior parameters such as coupling
coeficients®® can be modeled as totally random and
independent of the absolute location on the wafer, or even
positioning of devices relative to one another within the same
circuit. However, it is well-known that this is an incorrect
assumption: there is a spatial correlation between the properties
of devices located closer togethe:r,27’28 and we have also shown
that there is also a strong correlation between device properties
and the density of the patterns in the immediate vicinity on the
wafer.”” Most fabrication processes try to minimize these so-
called “loading” effects by adding tiling or dummy structures in
between the circuits, but this is not always possible (e.g, in the
slab area of a star coupler).
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Figure 2. Simulation flow for layout-aware variability analysis.>® The effect of variations in geometric parameters (w, t) is translated into variations of
model behavior. Circuits are then projected onto wafer maps of w and t in different locations and simulated in Monte Carlo fashion, which results in a

set of transmission curves that can be used for yield assessment.
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As a result, not only does the actual circuit layout on the chip
(i.e., the choice and positioning of the building blocks) influence
the proximity of devices, but also the resulting lithography
pattern will induce a systematic process variation that will be
repeated on each die. Overall, we can identify effects of process
variations that are location-dependent (where the circuit is
placed on the wafer or within the die), layout-dependent (how
the circuit schematics are translated into a mask layout), and
purely random, ie., independent of location. A realistic
variability analysis and yield prediction should incorporate all
these elements.

In ref 30, we earlier proposed a method to model these
different effects taking into account the actual layout of a circuit,
and a similar technique has been proposed in ref 17. Figure 2
illustrates how a circuit layout is projected onto wafer maps of
geometric variations (e.g, width w or thickness t of a
waveguide). Using behavioral models that contain a dependency
on w and ¢, the transmission of the circuit at that wafer location
can be calculated, taking into account the local geometries for
each circuit building block. Using a Monte Carlo process using
different wafer maps and wafer locations, the variability of the
circuit response can be calculated, and from this, the yield can be
estimated. As also shown in ref 30, this can then be used to
rearrange the layout of the circuit such that the effect of both
local and global variability is minimized.

One of the key challenges in this method is to generate a
realistic wafer map of the geometry variations (we will use the
width w and thickness ¢t of a strip waveguide as typical
parameters for the rest of the paper) that captures the statistics
and the location-dependence of the different contributions to
the variability. For this, we need to do two things: First, obtain an
accurate and granular wafer map of the process variation.
Second, build a realistic wafer model that decomposes variation
into systematic and stochastic contributions on different length
scales that allows us to predict typical variations in future
fabrication runs.

In this paper, we discuss such an approach to collect and
separate process variations on different spatial scales and apply
them for variability and yield prediction for future designs. In
section 2 we present a spatial classification scheme of process
variations, and then section 2.7 takes us step by step through the
process to separate the different contributions. Subsequently, we
quantitatively analyze the process variation extracted from a 200
mm silicon photonics wafer in section 3 and apply the extracted
model to synthesize virtual wafers which can be used for yield
prediction.

2. METHOD: HIERARCHICAL SPATIAL VARIABILITY
MODEL

2.1. Classification of Variations. For the purpose of our
discussions in this paper, variations describe a deviation from the
nominal properties or behavior of a photonic circuit that is not
identical for every copy of the component or circuit, or at any
given time. We can classify these variations in different ways.

2.1.1. Fabrication and Operational Variations. With
fabrication variations we mean the differences between photonic
circuits (and differences within one circuit) that are generated
during the fabrication, and which are permanently incorporated
in the chip. These usually take the form of variations in material
distribution, such as the line width or thickness of a waveguide.
Operational variations, on the other hand, are induced by
external factors during the lifetime of the chip. Typical examples
are temperature gradients, fluctuations in the supply voltage, or

aging effects. In this paper, we focus on fabrication variations,
but some techniques can also be applied to operational
variations. The two are not always fully decoupled: variations
induced during fabrication can later give rise to operational
variations.

2.1.2. Temporal and Spatial Variations. Variations can have
spatial and temporal components. Spatial variability is the
nonuniformity that depends on the device or circuit location on
the wafer or the distance between two circuits, and can include
for instance the local line width or thickness over a wafer.
Temporal variations indicate changes that vary over time, and
can range from near-instantaneous transient effects’ over
microsecond-scale linear or nonlinear self-heating, to year-long
effects such as dielectric material deterioration. There is also a
temporal component in the fabrication process, which could
relate to the season of fabrication, shelf life of chemicals,
maintenance schedules of tools, or the wafers that were
processed on the tool prior to the photonics batch. To
complicate matters, during the fabrication process, temporal
variations can give rise to spatial variations. An example is the
aging of photoresist which can impact the lithography
uniformity over the wafer or between wafers.

2.1.3. Systematic Variation and Random Variation.
Process variations consist of systematic contributions and
random contributions. Systematic or deterministic variations
denote a repeatable deterministic pattern that can be deduced
from a known variable, such as the circuit’s location on the die or
wafer. For example, for plasma deposition and etch processes,
there can be a slow-varying variation in the plasma composition
and density, which induces a deterministic variation in etch or
deposition rate. Or it can be a repeated pattern on every die
induced by pattern deviations on the photomask or optical
proximity effects. The systematic variations can also be due to
nonidealities in the lithographic system such as defocus and
misalignment, errors in the photomask fabrication, or pattern-
density-dependent effects in processes such as CMP or plasma
etching.

Random or stochastic variations refer to nondeterministic
effects where only the properties of stochastic distributions can
be modeled. They are random in nature and cannot be
correlated to time and location. Contributing effects are
fluctuations in the lithographic exposure dose from die to die,
microscale line width variations due to sidewall roughness,32
photoresist granularity,”® lithographic shot noise, or atomic-
scale oxide-thickness variation.”

Systematic and random variations impact the device and
circuit performance in different ways. Systematic variations can
be predicted by the device or circuit locations on a wafer, and
there can be a location-dependent correlation between devices
and circuit (i.e., how the devices are placed inside the larger
circuit). On the other hand, random variation is independent of
circuit position and it is usually modeled as a set of independent
fluctuations. In practice, the classification between systematic
and random variation is not absolute. Often, the exact location of
the design on the wafer or spatially related process features (such
as local pattern density) are not available in full detail to the
designers. So, it is impossible to predict the variation with
certainty. In such cases, some components of the systematic
variations can be treated as stochastic variables.

In addition, the model for the systematic variations might not
describe the actual systematic variations with sufficient accuracy,
which can result in an overestimation of the stochastic
contribution. For example, we assume that the systematic
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Figure 3. Decomposing spatial variability into die-level and wafer-level contributions. Within a lot, the wafer-to-wafer variations can be temporal and

spatial. From lot to lot, the variations are mostly temporal.

width variation over a wafer is radially symmetrical and can be
described by a bivariate polynomial. But this is an over-
simplification, and as the real systematic variation cannot be fully
described by this polynomial, the residuals will be misclassified
as a contribution to the residual random variations.

2.2. Physical Origins of Spatial Variations. In this paper,
we look in particular at spatial variations induced by the
fabrication process. Silicon photonic chips are made using an
elaborate sequence of deposition, lithography, etch, polishing,
implantation, and annealing steps,” and each of these
contributes its own systematic and random variations to the
fabricated chip. It is not straightforward to disentangle those
contributions, so a model for variability needs to aggregate
multiple of these effects.

In most semiconductor fabs, the chips are processed in
batches (also called lots) containing up to 25 wafers. Some
process steps are executed for all wafers in a lot simultaneously,
while some steps are sequential. For example, a chemical vapor
deposition (CVD) process heats multiple wafers together in a
furnace with a reactive gas to deposit a thin layer on the surface
of wafers.” But in processes such as lithographic patterning and
reactive ion etching (RIE), each wafer is processed individually.
For some steps, such as lithography, each die is individually
illuminated in a stepper or scanner. These different processing
steps induce a number of specific spatial patterns, at the level of
the lot, the wafer, and the die. For this, we have revised the
model for variability from ref 27 and ref 36, illustrated in Figure
3.

Lot-to-lot variations are mostly of a temporal nature, as they
are processed sequentially. Tool drift, aging of chemicals (e.g,
photoresist, developer), or a change of wafer supplier are typical
contributions. Wafer-to-wafer variations can be attributed to
both temporal effects and spatial effects, because some
fabrication steps process wafers sequentially (lithography,
etching) and some concurrently (annealing in an oven).
These variations are induced for instance by tool priming, or
the nonuniformity in a processing chamber. In theory,
determining the systematic signature of lot-to-lot and wafer-
to-wafer variations requires time-series models’* and long-term
monitoring of many wafers. For the discussion in this paper, we
will not look deeper into the terms describing the wafer-to-wafer
(Viwrw) and lot-to-lot (Vi) variations, and describe them as
normally distributed stochastic variations.

Instead, we focus on the detailed contributions to variations
within a wafer. Within a wafer, nonuniformity can be separated

into wafer-level effects and die-level effects. At the wafer level, we
experience nonuniformity in layer thicknesses, photoresist
spinning effects, and plasma distributions which in turn induce
a change in etch rate or deposition rate. These effects are
generally slowly varying over the wafer, and can be described by
the intrawafer systematic term Viys. On top of that, there is a
periodic pattern of identical chips (dies) over the wafer. In large-
scale production processes, these are defined using a stepper or
scanner which projects the same photomask over the wafer
multiple times. Fluctuations in exposure dose and imaging focus
can induce a die-to-die intrawafer random variation Viyg.

Within each die, low-frequency variations in layer thickness,
local pattern density, and errors in the photomask will lead to a
systematic pattern Vipg that repeats on each die. On top of that,
intrinsic randomness (e.g, in layer thickness or waveguide
sidewalls) will add a device-to-device intradie random variation
Vipr- We will now discuss each of these contributions in more
detail.

2.3. Intrawafer Systematic (IWS) Variations. Across a
wafer, many steps contribute to the variation in the circuits.
Interestingly, many of these nonuniformities follow a radial
pattern by the nature of the process that imprinted them. Many
processes have either a “center-fed” or “edge-fed” mechanism
which imposes different boundary conditions near the edge. For
example, the post-exposure bake (PEB) after lithography
smoothens the standing wave-induced roughness on the
sidewall. But the PEB temperature is often slightly higher in
the middle of the wafer.”” Similarly, chamber wall conditions
affect the plasma during RIE etching, which causes etch rate
nonuniformity. The radial plasma distribution is also affected by
the nonuniform field profile of the magnetic RF fields that heat
the plasma. During many processes, the wafers are rotated,
which averages out azimuthal nonuniformity, but maintains the
radial components.” In addition to radial process patterns,
nonuniformities such as thermal §radients can result in linear or
polynomial spatial variation.”®”” These variations across the
wafer produce a slowly varying systematic intrawafer variation
Viws and combine both radial and polynomial contributions,
that can be described as a bivariate polynomial of order n:

ij
b )
pox,y)
i,j=0,1,..n (1)

Viws =

with x,, and y,, the location on the wafer, and p;; the polynomial
coeflicients. For this study, we constrained ourselves to second-
order polynomials (n = 2). Note that the observed radial
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patterns are not unique to the processing of photonic circuits. As
these effects affect the fabrication of electronic circuits just as
well, each new generation of processing tools includes more
refined controls to fine-tune the uniformity over the wafer. As
many silicon photonic circuits are fabricated in slightly older
fabs, often using 200 mm wafers, these effects can still be
significant, even if they have been engineered away in the latest
generation of tools.

2.4.Intrawafer Random (IWR) Variation. The patterns on
the wafers consist of multiple, nominally identical dies. These
are images in a lithographic step-and-repeat process. This can
induce die-to-die variations because of fluctuations in exposure
dose, focus, and alignment between different lithographic layers.
We define the intrawafer random (IWR) variation as the random
variation between dies. We model IWR as a normally distributed
random variable:

Viwr = N(0, UI%NR) (2)

2.5. Intradie Systematic (IDS) Variation. Historically,
variability from die-to-die and wafer-to-wafer were considered
the dominant sources of variability for integrated circuits.*’ As
an increasing level of integration increases the number of
components, the die size has grown gradually, which reduces the
controllability of the fabrication process at the die level and
makes the intradie variability more significant.

A significant component of the intradie variation is systematic.
Three main contributions can be considered. Nonuniformities
in the optical lithography system can induce a slow variation
over the die, which can also have a directional component when
a scanner is used. The second source of systematic variations is
the photomask. This is usually fabricated using an e-beam or
laser writing technique, and this can induce variability as well. A
third major origin of systematic intradie variations relates to the
chip layout, and in particular the distribution of the pattern
density. Plasma etch rates and polishing rate during CMP are
both very dependent on the locally exposed area, and this then
results in a local variation of line width or layer thickness.*' To
alleviate this, fabs add dummy fillers in unpatterned spaces to
reduce the nonuniformity in pattern density and control better
the etch or polishing rate. We have discussed such correlation in
more detail in ref 29. In theory, if we can trace back the IDS
variation to all of its physical origins and study how they are
correlated, we can derive the IDS as a function of its position
fi(%gie» Yaie)- In practice, due to the limited access and knowledge
of the process, and the limited resolution with which we can
observe variations, we can only identify partial correlations with
causes such as the pattern density. We could treat the part that
cannot be explained as a correlated random variation with a
spatial correlation length. Then, we imitate the variation by a
coherent noise map with a right correlation length L, such as
Perlin or Simplex noise.*” The IDS variation can be expressed as

i
Vios(%aier ¥) = 2, Bof; (aier 3,) + Noise(L) 3)

where (x4, Yai.) are coordinates of the location on the die; p;
maps the impact of the parameter f/(x4e, yac), such as pattern
density over the die, to the IDS variation Vipg(x e Vaie)-

2.6. Intradie Random (IDR) Variation. The intradie
random (IDR) variation captures the residual device-to-device
disparity or local mismatch. IDR variation includes intrinsic
variability like atomic oxide thickness variation or line-edge
roughness (LER) due to photoresist granularity. The IDR
variation dominates at the submicron level, while the size of a

photonic device is usually beyond several tens of micrometers.
The distance between devices is far beyond the correlation
length of the discrete causes of the IDR variation. Therefore, we
can model IDR variation as a normal distribution independent of
the other variation components:

Vior = N(0, GI%)R) 4)

2.7. Separating Spatial Variation Components. With
the above hierarchical variability model, we need to separate the
different contributions of variation from the measured or
extracted data on a fabricated wafer. There are a few methods in
the literature to separate similar variations for CMOS integrated
circuits. Ref 39 uses filtering, spline fitting, and regression-based
approaches to extract wafer-scale effect. Then, the die-scale
effects are separated by a spatial Fourier transform method. This
method requires a good choice of parameters in the separation
procedure, which is neither easy nor intuitive and sometimes
subjective. Also, the extracted systematic variation is an
interpolated map which cannot be described by an analytic
expression nor can it be related to process parameters
immediately, making it difficult to apply the extracted model
for yield prediction. Ref 43 found that, in CMOS fabrication,
systematic variations on intrawafer and intradie levels can both
be approximately described by a paraboloid function, ie., a
second-order bivariate polynomial. From our observation of the
measured photonics wafer, we find that the IWS variation indeed
corresponds roughly to such a paraboloid profile, but that it
might be more accurate to apply a higher-order radial
polynomial model. However, for the IDS variation, we do not
really see such a pattern in the variation: of course, it is still
possible to fit a second-order polynomial to describe these
variations, but it will result in large residuals which are not truly
random. Instead, there is a strong contribution of variations that
correlate strongly with the chip layout, or rather the local pattern
density. Therefore, it makes sense to split off layout-dependent
variations from the other IDS contributions.

The separation of contributions is depicted in Figure 4.
Essentially, we first separate the systematic patterns (Vyyg and
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Figure 4. Workflow to separate variation on different spatial levels.

Vips) using a fitting process. Then we isolate the die-to-die
random variations (Vg ). Finally, the remaining term describes
the residual random variations Vipg. In the next section, we go
step by step through this extraction based on a real set of data
characterized on a wafer.
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3. EXPERIMENTAL EXAMPLE ON ACTUAL WAFER
DATA

A detailed model is only useful if it is populated with realistic
parameters. For this, we performed an model extraction on a
wafer fabricated in IMEC’s 200 mm iSiPPS0G technology
platform,® which uses 193 nm UV lithography. We focus
primarily on the passive waveguide devices, and in particular on
the variation in the width w and thickness ¢ of fully etched silicon
strip waveguides with design dimensions of w = 450 nm in an
unprocessed SOI layer of t=220 nm. After fabrication, the
expected nominal dimensions are 470 nm X 214 nm, taking into
account lithographic biasing and material removal during
processing. Note that the numbers used for this study relate to
an older flavor of the iSiPPSOG process and are no longer fully
representative of the current state of the platform.

3.1. Measurements and Raw Data Extraction. As input
data for our variability model, we need to characterize the
waveguide width w and thickness t over the wafer, and perform
this with a precision of 1 nm or better, given the sensitivity of the
waveguides to small variations. Ideally, these values are extracted
in situ, ie., in the actual waveguides or patterns with similar
geometric features. Direct measurements with scanning electron
microscopy (SEM) do not have sufficient precision, while
techniques such as scatterometry or ellipsometry require test
sites with geometries that deviate in shape or pattern density
from actual waveguides.

However, the sensitivity of the waveguides allows us to extract
the variability through optical transmission measurement. In ref
44, and more recently in ref 45, we have developed an automated
way for wafer-scale measurement of optical parameters such as
effective index ne; and group index n, of waveguides. These
optical parameters can then be mapped onto the variation of the
waveguide line width w and thickness t.**

The wafer maps we analyze in this paper are measured by a
compact interferometric circuit described in ref 45, which is
replicated many times over each die on the wafer. This allows us
to extract a detailed map of subnanometer variations, averaged
over the waveguide length within the circuit. The circuit and its
distribution over the die and wafer are shown in Figure S. It is a
two-stage folder Mach—Zehnder interferometer with two inputs
and two outputs connected to fiber grating couplers.

The 200 mm wafer consists of 52 complete dies of 21.84 mm
X 21.84 mm. We scattered 117 duplicates of this monitor circuit
ona S mm X 10 mm block within each die. As this fabrication is
part of a multiproject wafer (MPW) run, we do not have access
to the full die space and we can monitor about 10% of the total
die space. Within our design space, we distribute some circuits in
densely packed clusters (80 ym horizontally and 400 ym
vertically), and then scatter the remaining circuits among the
payload designs on the chip. Overall, this gives us more than
6000 instances of the circuit over the wafer.

We measure the wafer in a temperature-controlled cleanroom
environment using an automated optical measurement setup.
Light from a tunable laser is injected into the chip through the
grating couplers and the output light is collected in a fiber and
coupler to an optical power meter. Before and after the wafer
measurement, we calibrate the tunable laser with a CO, and
NH; gas cell. We also perform a stability test to rule out a drift in
the laser.

The optical transmission of the circuits is measured from 1500
to 1600 nm, with a 20 pm resolution. As we measure the
transmission between one input and two output ports, the entire
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Figure 5. Location of the monitoring circuits on the die and the wafer.
Inset is the layout of the cascaded MZI monitoring circuit.* Three
locations are indicated, which are used in Figure 9 and Figure 10.

wafer measurement consists of 12168 measurements on the
6084 circuit samples (two measurements per test circuit,
collecting the light from the two output ports). Of these, 5841
measurement pairs were valid (94%). Reasons for invalidation of
measurements include the lack of one of the two transmission
channels, saturation of the photodetector, or misalignment of
the fiber.

The recorded spectra are then analyzed according to the
procedure explained in ref 45 to extract n. and ng, and then
mapped onto the waveguide width w and thickness t according
to the mapping strategy in ref 44. Among the valid samples, the
average fitting error is 0.15 nm for width w and 0.08 nm for
thickness ¢.

The derived wafer maps for w and t, with interpolations, are
shown in Figure 6a and Figure 7a, respectively. We observe that
the waveguide tends to be wider near the center of the wafer,
narrowing down toward the perimeter, following a dome-like
profile. The average width is 464.7 nm, close to the expected
value of 470.0 nm, with a standard deviation of 4.6 nm. The
maximum measured value on the wafer is 476.0 nm, while the
minimum is 450.8 nm.

The thickness of the wafer varies like a slope from the
southwest toward the northeast of the wafer. Near the edge, the
thickness changes more abruptly, which could be attributed to
the CMP process used for planarization. The average thickness
is 210.3 nm where the target value is 214.0 nm, with a standard
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Figure 6. Maps of the extracted line width. (a) Raw data, (b) intrawafer systematic (IWS) variation, (c) intradie systematic (IDS) variation, (d)
intrawafer random (IWR) variation, and (e) residual intradie random (IDR) variation.
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Figure 7. Maps of the extracted thickness. (a) Raw data, (b) intrawafer systematic (IWS) variation, (c) intradie systematic (IDS) variation, (d)
intrawafer random (IWR) variation, and (e) residual intradie random (IDR) variation.

deviation of 0.8 nm. The maximum value on the wafer is 214.3 Figure 8 displays the histogram of both w and ¢, and Table 2
lists the key statistical properties. Obviously, both distributions

nm, while the minimum is 208.4 nm. are not simply normal distributions. This can already be
H https://doi.org/10.1021/acsphotonics.2c01194
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Table 2. Statistics of Measured Width and Thickness

width thickness
mean [nm] 464.7 2103
standard deviation [nm] 4.6 0.8
max [nm] 476.0 2143
min [nm] 450.8 208.4
max—min [nm] 252 5.9

explained by the fact that there are many more dies on the
perimeter than in the center of the wafer.

We now process these width and thickness maps to separate
the various systematic and random contributions.

3.2. Intrawafer Systematic Variation. As in the workflow
of Figure 4, we start with identifying the intrawafer systematic
variation. There are two ways to derive this IWS variation: either
we fit all the data on the wafer with the IWS model, or we fit a
simple wafer map for each unique sample on a die, and then get
the total IWS wafer map by averaging these individual wafer
maps. The first approach should work even in the presence of
short-range variations in the raw data. A model with low spatial
frequencies (like the polynomial model proposed in ref 1)
should filter out high-frequency variations and will not induce a
significant estimation error. However, we prefer the second
method to collect the IWS map by averaging simple wafer maps:
In the case where our sampling points are not uniformly
distributed over the wafer, this method will not overemphasize
these locations to obtain the IWS map.

Figure 9 illustrates how, for each of the 117 copies of the test
circuit in the design, we fit a polynomial function to the extracted
width/thickness values in each die on the wafer. We then average
out these 117 fitted polynomial curves to obtain the Vs wafer
map. This averaging is also quite simple to implement: in the
case of bivariate polynomial maps, it amounts to averaging the
corresponding coeflicients of the individual polynomials.

The resulting IWS variability maps for waveguide width and
thickness are shown in Figure 6b and Figure 7b, respectively. We
see that both these effects already encompass the main
contributions to the width and thickness variation. The range
of IWS variation among the measured samples is 16.46 nm.,
while for the thickness, the IWS variation spans 2.54 nm among

polynomial fit

1. Fit curve for
each location

same location on
different dies

2. Collect all
fitted curves

\ one curve for

each location
within a die

3. average over

WS
fitted curves

position on the wafer

Figure 9. Fitting IWS variations. The extracted line width or thickness
value is measured over the wafer on the same location in each die (e.g,
the red, yellow and blue points indicated in Figure S. To each of these
117 sets, a bivariate (x, y) polynomial is fitted. Then, the IWS map is
obtained by averaging over these polynomials.

the measured samples. In terms or relative contribution to the
total variation (which is measured by the variance), we find that
IWS contributed for 76.1% and 64.4% for w and t respectively.

The width variation (Figure 6b) shows a very distinct radial
pattern with its peak near the center of the wafer. Eq 1 can
describe such a dome-like shape. As already mentioned, the
radial symmetry is most likely attributed to the plasma profile
(and therefore etch chemistry) over the wafer during the RIE
process.

As we could already deduce from the raw data, the IWS
variation of the thickness (Figure 7b) behaves more like a
slanted plane leaning from the southwest toward the northeast
of the wafer. The physical origin of this sloped profile across the
wafer is not entirely clear and needs further study.

While this analysis for the IWS variations is based on a single
wafer, an inspection of the data collected for ref 44 and ref 46
show very similar patterns.

One open question here is whether our model using a
bivariate second-order polynomial is sufficient to describe the
IWS variations. Higher-order polynomials might provide a
better fit, especially toward the edges of the wafer.
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3.3. Intradie Systematic Variation. The second contri-
bution we separate out is the intradie systematic (IDS) variation,
which also encapsulates effects induced by the circuit layout on
the photomask. For that, we subtract the fitted IWS from the raw
data. The intradie systematic (IDS) variation describes the
variations that are repeated in each die. Figure 10 illustrates how

position on the wafer

Figure 10. Left: Black solid curves indicate IWS variation. Points with
the same color are parameters measured on identical locations on
different dies. Right: The average offset between the measured
parameter and IWS variation is the IDS variation.

this is extracted: For each of the 117 device locations, we
calculate, over the 52 dies on the wafer, the average deviation
from the IWS map that we fitted earlier.

The extracted IDS variation for the waveguide width is shown
in Figure 6¢c. We observe that the IDS width variations are very
locally correlated. The maximum IDS width variation is 1.52 nm,
and the minimum is —2.52 nm, giving a range of 4.04 nm
difference and (0.88 nm)?* variance, corresponding to 3.6% of
total width variance. The effect of layout and local pattern
density plays an important role here: We observe that the
waveguide width is systematically larger on the West side of the
die, which contains designs with arrayed waveguide gratings
(AWG) that contain large areas that are almost completely
etched (the waveguide arrays) and areas that are not etched at all
(the star couplers).” In ref 29 we used the same wafer to perform
a detailed analysis of the pattern density effects on the waveguide
line width. We have observed a moderately strong correlation
between the IDS line width variation and the pattern density
over a radius of 50—300 ym, with a peak around 65 ym. Figure
11 shows the die layout (before and after tiling) and the
extracted IDS contributions at the individual extraction points
on the die. While the tiling maintains a uniform density over
most of the chip, the main points of deviation can be observed
near the right, where the density of test circuits is very high, and
near the left, where we placed several arrayed waveguide gratings
(AWG) with unpatterned star couplers that significantly disrupt
the average pattern density.

The IDS thickness variation, plotted in Figure 7c, has a
maximum of 0.40 nm and a minimum of —0.51 nm, resulting in a
range of 0.91 nm. The corresponding variance of (0.14 nm)*
contributes 2.5% to the total thickness variance. As can be seen
more closely in Figure 11, there is no significant correlation
between the pattern density and the extracted IDS device
thickness. We did not observe an association between pattern
density and IDS thickness variation. Also, we did not observe a
correlation between the IDS width and IDS thickness variation.

3.4. Intrawafer Random Variation. After we remove both
systematic components from the data, the residual contains the
stochastic contributions at both wafer (IWR) and die (IDR)
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Figure 11. Extracted intradie systematic (IDS) width and thickness
variations correlated to the device layout on the die. (a) The original
circuit layout, (b) the circuit layout with dummy tiling to homogenize
pattern density, (c) intradie systematic width variation, and (d) intradie
systematic thickness variation.

levels. We model both models with a normal distribution over
the wafer and die, respectively. By definition, both contributions
average out as zero over all the dies on the wafer.

The intrawafer random variation can also be called the die-to-
die random variation. The IWR width variation is dominated by
effects that differ from die to die, which can be caused by
lithographic focus or exposure fluctuations when using a stepper
or scanner. As can be seen from the plot in Figure 6d, the IWR
width variation shows no spatial correlation. It ranges between
—3.40 nm and +3.83 nm, with a variance of (1.54 nm)?
contributing 11.3% to the total width variation.

The IWR thickness variation (Figure 7d) shows an interesting
deviation from the systematic flat plane on the wafer level. We
observe that prominent variations are present near the edge of
the wafer. This offset might be caused by the faster polishing rate
near the periphery of the wafer. However, the strong deviation
near the edge is an indication that our IWS model might not be
sufficiently detailed. Except for the dies near the edge, other dies
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on the wafer have minimal IWR variation with similar values
compared with the fitting error (0.08 nm).

3.5. Intradie Random Variation. The remaining residual is
the local random variation between the individual circuits or
devices. Indeed, a correlation tests on the residuals (plotted in
Figure 6e and Figure 7e) for the width and thickness variation
shows no spatial correlation. The histograms plotted in Figure
12 show that these residuals can be modeled well with a normal
distribution. The IDR width variation has a standard deviation of
1.38 nm, while the IDR thickness variation has a standard
deviation of 0.37 nm. The corresponding variances contribute
8.9% and 20.8% to the total variance of w and ¢, respectively.

3.6. Discussion. The separation of wafer-scale variations
into spatial contributions helps us to understand the location
dependency of the process variation. Clearly, the effects of
process variations are not simply random and cannot be simply
described as a normal distribution, even with a certain local
correlation length. The location dependence clearly has different
length scales, both for systematic and stochastic contributions.

The absolute and relative magnitudes of the different
contributions are listed in Table 3. As we separate the different

Table 3. Comparison of Different Spatial Levels of Variation

percentage of total variance 6>

range [nm] st. dev. 6 [nm] [%]

w t w t w t
WS 16.46 2.54 4.02 0.65 76.1 79.8 64.4 66.8
IDS 4.04 091 0.88 0.14 3.6 2.5
IWR 6.85 2.07 1.54 0.28 113 20.2 124 33.2
IDR 18.46 4.50 1.37 0.37 8.9 20.8

total 25.2 5.9 4.59 0.82

types of variations as independent components of the total
variation, we can (to a good approximation) determine their
relative importance by the second-order moment of their
distribution, which we approximate by the variance over the
population of sample points on the wafer. For the width
variations, the systematic effects (IWS and IDS) have a total
variance of (4.02 nm)* + (0.88 nm)* = (4.12 nm)? and
contribute to ~80% of the total variance over the wafer. For the

thickness, the systematic variance accounts for (0.65 nm)?* +
(0.14 nm)?* = (0.67 nm)?, which is equivalent to around two-
thirds of the total measured variance. The remaining one-third
of random variations in the thickness is quite large, but as already
discussed, a better model of the IWS thickness variations might
be able to capture the strong deviations at the perimeter of the
wafer.

The large systematic contributions in width and thickness
variations emphasize the importance of location-dependent
variability analysis. The analysis also provides insight into how
we might improve or compensate for these effects in future
designs (for layout-dependent variations) and process develop-
ments.

Spatially the largest contributions to the range of variation in
both width and thickness can be found on the wafer level. To a
small circuit on a die, these wafer-level variations could be
modeled like a common-mode variation that impacts all
elements of the entire circuit in the same way, with maybe an
additional linear gradient within the circuit footprint. Shorter-
range die-scale variations impact the circuit components
differently. For example, different arms in an interferometer
could feel a different local variation of line width and thickness.

As mentioned earlier, a 1 nm change in line width w can lead
to approximately 1 nm spectrum shift, and this sensitivity is
twice as strong for the thickness . The total width and thickness
variation over this wafer can therefore induce more than 30 nm
of variation in wavelength response over the wafer.

4. PREDICTION WITH A SPATIAL VARIABILITY MODEL

Based on the extracted data, we can now construct a spatial
model to be used in the layout-aware variability simulation
workflow shown in Figure 2. We use the Caphe circuit simulator
by Luceda Photonics, enhanced with variability extensions that
project wafer-level variability maps of line width and thickness
on the parameters of the layout-aware circuit models.”’

As an example, and as a test of the validity of our model, we
simulate the same two-stage Mach—Zehnder interferometer as
used for the extraction of n.gand n,. The circuit, shown in Figure
13, consists of waveguides and directional couplers. Both are
modeled with a wavelength-dependent model. The waveguide is
described by a linear dispersion of the propagation constant
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Figure 13. Two-stage MZI circuit from Figure 5 used for variability
simulation. The circuit model parameters of the waveguides and
directional couplers are locally adjusted based on the line width and
thickness at the sampling points (red dots). Bottom: Transmission
simulation of 117 copies within a single die.

(ne(4o) and ny), while the directional coupler is described by a
combination of a constant coupling k,(4) and a length-
proportional coupling k'(4)-L. The wavelength dependence of
Ko and k' are described by a second-order Taylor expansion,
resulting in six model parameters.

The mapping of the waveguide width w and thickness t to g
and n, of the waveguides has been described in ref 44. The
sensitivity of the directional coupler model parameters to the
line width and thickness variations are calculated using a
combination of eigenmode expansion and FDTD simulations.

4.1. Comparison of Wafer Model with Measurements.
To assess the validity of our workflow, we simulate this MZI
circuit in the same locations on the virtual wafer, using the spatial
model that we just extracted. We then compare the results of the
model with the extracted values from the physical wafer. Figure
13 shows a Monte Carlo transmission simulation of the circuit
on 117 locations with a single die of the wafer, using the width
and thickness maps in Figure 15a,b.

From those simulated transmission curves we now extract first
the ns and n, of the waveguides by fitting the transmission
calculated with circuit model to the measured transmission using
a global multivariate fitting procedure as described in ref 43.
These extracted values can then be mapped onto the line width
w and thickness t of the waveguide using a homomorphic
transformation that maps (ng 11,) onto (w, t). This mapping is
precalculated using a finite-element electromagnetic mode
solver. This procedure is described in ref 44.

We can now compare the values we calculate using our wafer
model and circuit simulation from the values we originally
extracted directly from measurements. We expect that they will
be similar but not identical: In our measurements, we cannot

sample inside a single circuit, and the extracted values of w and ¢
include the effects of local variability within the circuit. The
wafer model we have constructed will also project interpolated
local variability on the circuit simulation, but this will be
different from the original wafer.

Figure 14 now shows the histograms of the difference between
the originally extracted line width and thickness, and the values

2000
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Thickness Error [nm]

0 0.05 0.1 0.15
Width Error [nm]

Figure 14. Histograms of the error between the line width w and
thickness t extracted from the simulations on the virtual wafer, and the
values extracted from the actual measurements.

for line width and thickness we obtained from our circuit
simulation with our wafer model. We see that these differences
are subnanometer in magnitude, indicating that not only are the
short-range variations within the circuit on the fabricated wafer
tiny, but also they follow the interpolated model, and therefore
variations on a short length scale have only a minor contribution.

4.2. Synthesized Wafer Models. We can also use the
extracted spatial variation parameter to generate new wafer maps
with similar statistics but different parameters. Since the spatial
variability is additive, we can construct the different contribu-
tions independently, and then add up the variations in the end.
All contributions can be pregenerated, except for the pattern-
density contribution to the intradie systematic (IDS) variations.

The generated virtual wafer does not have to be the same as
the fabricated wafer since every fabricated wafer is different.
Nonetheless, the virtual wafer should mimic the real wafer in at
least two ways:

e It should have similar statistics of global variables over the
wafer as the real wafer.

o It should exhibit a similar spatial correlation of global
variables as the real wafer.

The second criterion is important, as it ensures that yield
estimation can capture the correlation between neighboring
locations on a chip. A realistic virtual map of a wafer should be
useful to help the designer generate process-tolerant circuits.

The intrawafer systematic (IWS) contribution is again
generated as a bivariate second-order polynomial, of which the
coeflicients are similar but not identical with the ones extracted
from our original wafer. Collecting data from additional wafers
will make it possible to get a more precise distribution of these
polynomial coefficients.

The intradie systematic (IDS) describes short-range correla-
tion and variation within a die, repeated for all dies over the
wafer. The IDS model consists of two parts: a part correlated to
the pattern density of the layout, and a systematic part that
includes global trends within a die. This part is modeled as a
polynomial fit.

The layout-dependent variation is based on the local pattern
density. For this, the layout over the wafer should be known. In
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Figure 1S. Virtual wafer maps models for width w and thickness ¢ for use in layout-aware variability simulations. (a,b) Maps extracted from the
measurements. (c—f) Maps synthesized using similar statistics as the extracted maps, combining the contributions on the different spatial levels.

our case, we already know the entire layout, as we base it on the
previously fabricated circuits. To calculate the effect of local
pattern density, we take the layout patterns used to define the
waveguides, add the tiling patterns in the empty areas, and then
convert it to a grayscale bitmap with a pixel size corresponding to
500 nm. On this bitmap, we perform a Gaussian blur with a
radius of 65 pm, which corresponds to the peak correlation
length of layout-dependent variations.”” The Gaussian blur
corresponds to a 2D convolution with a Gaussian kernel
function. For the line width, the correlation with the pattern
density is 62%, which means that the additional 38%
contribution needs to be modeled by a random contribution,
which is modeled using a coherent noise map (Simplex or Perlin
noise*”) with a radius of 500 ym. For the thickness variations we
observe no correlation (<25%) to the pattern density, and
therefore the entire contribution is modeled by a similar random
noise map. These random contributions will require some future
refinement to determine the statistics, the length scale and the
amplitude. It is also possible that there are additional layout-
dependent effects originating from interactions between differ-
ent process layers (full and partial etch, depositions, doping, ...).
Using these blurred bitmap images, we interpolate the locally
averaged density for all the sample points in the circuit (red dots
in Figure 2), and then calculate the deviation from the nominal
value in each point by subtracting it from the reference density.
The systematic part of the layout-dependent line width variation
is proportional to this local density deviation: 3% in pattern
density deviation will induce &1 nm change in line width.

The intrawafer random (IWR) variation explains the differ-
ence in die-to-die averages. The generation of intrawafer random
variation maps is quite straightforward: since no spatial
correlation is observed in IWR, we assign each die a random
value that follows a zero-mean Gaussian distribution. We set the
standard deviation the same as what we extracted from the
measured wafer. The dies are not correlated.

In contrast, the intradie random (IDR) variation denotes
device-to-device variations that are not location-dependent, but
that are still spatially correlated, at least over a short-range: line
width and thickness will vary continuously along a waveguide;
there should be no discontinuities. As we observed that the
device-to-device random variation seemed to be spatially
uncorrelated, we assume the correlation length of such
randomness is smaller than the device-to-device distance.
Therefore, we use a spatial coherent noise function with a
correlation length of 100 ym, which is smaller than the circuit
footprint of our Mach—Zehnder test circuit.

The resulting maps for width and thickness variation are
shown in Figure 15. Compared to the map extracted from the
originally fabricated wafer, we see that there are significant
differences, but there are also strong similarities: There is a clear
radial pattern, and there is a similar die-to-die variation.

It is useful to look at one of the generated intradie systematic
(IDS) maps, shown in Figure 16. For the line width variation
map, we see a clear layout-dependent effect, which is logical as
we incorporated the actual layout into the generation of the map.

https://doi.org/10.1021/acsphotonics.2c01194
ACS Photonics XXXX, XXX, XXX—-XXX


https://pubs.acs.org/doi/10.1021/acsphotonics.2c01194?fig=fig15&ref=pdf
https://pubs.acs.org/doi/10.1021/acsphotonics.2c01194?fig=fig15&ref=pdf
https://pubs.acs.org/doi/10.1021/acsphotonics.2c01194?fig=fig15&ref=pdf
https://pubs.acs.org/doi/10.1021/acsphotonics.2c01194?fig=fig15&ref=pdf
pubs.acs.org/journal/apchd5?ref=pdf
https://doi.org/10.1021/acsphotonics.2c01194?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as

ACS Photonics

pubs.acs.org/journal/apchd5

(a)

7000

generated IDS width varlatlon

- go P - - - s :
CRS S PCs e s -
] - e
E 2™ .2 - % - p—
- - T — -
5000 | 1
) M PR SSCUlETS e
S 000 b EmSL - < = |
~ o MRS SN e+
3000 [N g e, - |
2 s
2000 o A TE— ,«
e,
1000 . . ' ' :
(b) generated IDS thickness variation
7000 -
I’Y, q,' — \ ‘.
6000 | "7 - f
s000| \:’“‘ ‘ A‘ ‘|
- ». 1‘ O‘ '»‘L- "( b4 - |
S 4000} I "o 1o - . 5 .
> l’ ‘f‘ ' - ‘ ‘ - '.
e 4¥, PP Nl
3000 | pt r4 - (P 1\1
000 RLH - 1P, : ¥ "I', LaD
’(.‘A‘o.{.w-"A sda’ aw
1000 s s s ~ s
10000 12000 14000 16000 18000 20000
X [pm]

22000

476.4

474.6

472.8

471.0

469.2

467.4

465.6

463.8

0.72

0.48

0.24

0.00

-0.24

-0.48

-0.72

Figure 16. Generated virtual die maps for the IDS contribution on the width and thickness variation. These maps are generated for the same layout as
used in the test chips (see Figure 11b) and contain both a layout-dependent part and a layout-independent systematic part. (a) Width variation for a

470 nm waveguide, and (b) thickness variation. Note that the thickness variation has little or no dependence on the layout.

For the thickness, the variation is purely random, but with a clear
spatial correlation length.

To test the usefulness of these new synthetic wafer maps for
the characterization of photonic circuits, we use the same
technique as for the synthesized wafer map based on the original
data. We sample the virtual wafers at the same locations where
the test circuits are located on the fabricated wafer (Figure S).
Then we simulate the transmission of each circuit on the virtual
wafers with different maps, and from the transmission curve, we
extract first ng and n, and then the local w and ¢ for each
instance of the circuit.

The result is shown in Figure 17. The distributions of w and ¢
on the virtual wafers are not identical, but similar to the ones
from the fabricated wafer. The mean and standard deviation of
these distributions is similar for both line width and thickness, as
can be seen in Table 4.

5. DISCUSSION

Virtual wafer maps of line width and thickness variations make it
possible to predict the performance of circuits without the need
for resource-intensive electromagnetic device simulations. The
only requirement is circuit models that also include the
sensitivity of the model parameters to the variables that are
measured over the wafer, such as line width and thickness, and a
corresponding virtual wafer map of these variables.

However, as we made clear in this paper, the virtual wafer
maps are only useful if they represent the fabrication process
correctly. This means that they should be continuously

monitored and updated. It is therefore important to include
the necessary characterization structures of all fabricated wafers
that allow for a direct wafer-to-wafer and lot-to-lot comparison.
As the collection of statistics improves, the wafer models can be
refined.

In this work, we only looked at two key variables: line width
and thickness of fully etched patterns in an SOI layer, and their
variation over a wafer. These two variables are probably the most
critical for most silicon photonics circuits, as they have a strong
impact on the propagation constant of the waveguides, and
therefore on the wavelength response of interferometers and
resonators. But this does not mean that they are the only
variables that matter: most silicon photonics platforms combine
multiple etch depths in different process steps, and each of these
will require a virtual wafer map. Also, processes for active devices
such as modulators (e.g., dopant implantations) can be modeled
with the same technique. In a first approximation, these difterent
process modules can be treated independently, and the
variability maps can just be added up. However, different
process steps can likely interact, which means that the variability
maps for line width, thickness, etch depth, dopant concen-
tration, or other physical properties cannot be treated fully
independently, but maps of later process steps could be
correlated to the maps of steps earlier in the flow, which should
be taken into account during the map generation process.
Identification and characterization of these effects, so they can
be incorporated in more advanced variability models, will
require additional test structures, either based on in-line
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Figure 17. Histograms of the extracted line widths and thicknesses using layout-aware circuit simulation using the originally extracted wafer map, and

the two synthesized wafer maps from Figure 15.

Table 4. Comparison of the Extracted Width and Thickness
Deviations on the Fabricated and Generated (Virtual) Wafer
Maps from Figure 15

fabricated wafer virtual wafer 1 virtual wafer 2

Width [nm]

mean 464.67 465.55 463.18
standard dev. 4.59 4.44 4.71
Thickness [nm]

mean 210.34 21041 210.35
standard dev. 0.82 0.81 0.83

measurement techniques (e.g., SEM inspection, scatterometry,
ellipsometry, ...) or dedicated electrical or optical test circuits.
As mentioned earlier and in ref 30, this technique requires two
sets of information on top of the standard building blocks and
their models provided in the process design kit (PDK). The first
set comprises the sensitivities of the device model parameters to
changes in the different variables (width, thickness, ...). The
second set consists of representative wafer maps for these
variables. The sensitivity of a geometry to a change in geometry
can be determined by deliberately changing fabrication
conditions or performing a sweep of the design parameters in
the layout. However, in most cases, the sensitivity can be quite
accurately estimated from simple electromagnetic simulations,
as we mostly care about relative changes. Obtaining good wafer
maps is somewhat more difficult. This can be done by
characterizing test structures, like we have done here, and
breaking down the spatial contributions to build a generative
model for virtual wafer maps. Ideally, such a generative model
for the key variables in the fabrication process should be

supplied by the foundry. However, this kind of information is
often considered sensitive, as it could provide competitors with
in-depth insight into the process. An intermediate solution
would be to “anonymize” the variables, for instance through
principal component analysis, which maps the variables with
physical meaning (width and thickness) onto a new set of
abstract variables. This would reduce the insight into the actual
sources of variability, but still allow designers to optimize circuits
for fabrication yield. The drawback of such remapping is that the
sensitivity to the new variables can no longer be calculated by the
designer, but should be provided by the foundry. In practice, this
would limit design optimizations to circuits of standard PDK
building blocks.

Note that our analysis assumes the use of optical deep-UV
lithography techniques (usually at 248 or 193 nm wavelength),
as these are the commonly used methods for volume fabrication.
For research and prototyping purposes, electron-beam (e-beam)
lithography is also commonly used. As this is a serial writing
process, the statistics will be very different, and line width
variations can be very dependent on the writing strategies, the
order in which waveguide structures are written, and the
proximity correction software used to prepare the patterns. Still,
some statistics could be extracted for such processes, but some
die-to-die correlations that we expect with optical lithography
will no longer be present. Wafer-level variations related to layer
thickness will be mostly unaffected by the lithography process.
So even though the technique becomes less relevant for yield
prediction when using e-beam lithography, it could still be used
to assess some impact of variability in this process.
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To actually calculate the yield, we use a simple, Monte Carlo
method and run brute-force circuit simulations in which we
apply the effect of these variability. This method is simple, but it
does require a large number of simulations to get an accurate
picture of the trends that affect success or failure. For pure yield
estimation, which is a simple pass/fail criterion, a lower number
of tests can be used: for an expected yield of 50%, only ~34
samples are needed, and to verify an expected yield of 99%,
approximately 1000 samples are needed for a 95% confidence
level. The Monte Carlo method is very well suited to this
problem: because the wafer maps combine many contributions
with different statistical properties, it is not always compatible
with faster stochastic methods that assume certain properties
from the variable distributions. Also, the circuit simulations are
fast compared to full-scale electromagnetic simulations, and can
easily be parallelized. For example, assume a circuit simulation of
S min. This corresponds to a frequency simulation on 200
wavelength points of a circuit with ~1000 building blocks, or a
100 000-step time-domain simulation of the same circuit, on a
single core of a typical 2021 business laptop. If we would launch
the 1000 simulations to test the 99% yield hypothesis on a 64-
thread workstation or cluster, it would take a ~ 80 min to
complete. For a yield of 85%, it would require only ~120
samples, which can be completed in 10 min. When there is no
up-front yield estimate, the termination criterion can be made
adaptive based on the observed yield during the Monte Carlo
simulation (e.g., requiring a minimum number of failed circuits
as a stop criterion.)

6. CONCLUSION

In this paper, we discussed a technique to describe wafer-scale
variability in photonic devices and then use this information to
calculate its effect on circuits. The calculation can then be used
to make their design more robust. The challenge is to predict the
circuit behavior in the presence of variability during the design
phase, and accurately capture the different contributions of
variability. We proposed a hierarchical spatial variability model
and applied this to analyze measured data on a fabricated 200
mm Silicon photonic wafer.

We focused on the most critical parameters for passive
waveguide devices, namely the width and thickness of
submicrometer silicon wire waveguides. After extracting these
values using a compact interferometric circuit, we separated the
variability on various spatial levels into systematic and random
contributions, for which we constructed a model that could then
be used to construct new “virtual” wafers.

We applied the model and the workflow to process the
measurements on a 200 mm wafer fabricated by IMEC’s
standard passive silicon photonics platform using 193 nm
lithography. The result shows that the intrawafer systematic
variation is the major source of variation for both line width and
thickness. We observed that the width variation has a systematic
dome-like profile across the wafer. Thickness nonuniformity
across the wafer looks like a slanted plane with a few mismatches
around the wafer edge. On the die level, we found that repeated
systematic width patterns are closely related to the local pattern
density. Our analysis showed that the intradie systematic width
variations are affected by the pattern density within a radius of
~200 pm. Our findings help to identify the process variation and
create new design rules to alleviate the impact of the
nonuniformity.
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